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Abstract

We present the first measurements of inclusive W and Z production cross sections in
muon and electron decay channels at

√
s = 7 TeV, obtained using 37-53 nb−1 of pp

collisions in the Compact Muon Solenoid (CMS) detector at the Large Hadron Col-
lider (LHC). We additionally measure the luminosity-independent cross section ra-
tios. The measurements are in agreement with NNLO QCD cross section predictions
and current parton distribution functions.
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3

1 Introduction72

This note describes the first measurement in pp collisions of the inclusive cross production of W73

and Z boson production, observed via their decay to electrons and muons. The production rate74

of W and Z bosons subsequently decaying to charged leptons is an important process to mea-75

sure at the LHC: it is simultaneously a benchmark for lepton reconstruction and identification76

to be used in future analyses, a precision test of perturbative QCD and the parton distribution77

functions of the proton (PDFs), a possible estimator of integrated luminosity for proton col-78

lisions [1–4], and the first electroweak process to be observed at the LHC. At the LHC, QCD79

predictions, in next-to-next-to leading order (NNLO) in the strong coupling αs, exist for the80

matrix elements describing inclusive W and Z production [5–10]. When combined with recent81

NNLO PDFs [11, 12], the cross section is predicted with theoretical uncertainties of less than82

4% [11–14]. The production of the W and the Z in hadron collisions has been measured at sev-83

eral previous experiments over a range of collision energies [15–19], and has been observed to84

agree well with Standard Model predictions. The inclusive cross section ratio of W and Z, RWZ,85

and the charge cross section ratio of the W, R+−, are also precisely predicted at the same ac-86

curacy, but do not suffer from experimental uncertainties in proton collision luminosity, which87

cancel, along with other uncertainties. The study uses 37-53 nb−1 of proton collisions collected88

at
√

s = 7 TeV in the 2010 LHC run.89

2 Data and Monte Carlo samples90

CMS colleceted LHC collision data corresponding to an integrated luminosity Lint =
∫
Ldt =91

37.7 nb−1 for the W analyses, 45nb−1for Z → µ+µ−, and 53nb−1for Z → e+e−.92

Several high statistic Monte Carlo (MC) simulated samples are used to evaluate signal and93

background efficiencies and to validate the analysis techniques deployed. Samples of elec-94

troweak processes with Z and W production, both for signal and background events, are pro-95

duced with POWHEG [20–22] interfaced with PYTHIA [23] parton-shower generator. QCD96

events with a muon in the final state and tt events are studied with PYTHIA. Generated events97

are processed through the full GEANT4 [24, 25] detector simulation, trigger emulation and98

event reconstruction chain of the CMS experiment. The analysed samples are reported in Ta-99

ble 1. In the inclusive muons from QCD sample, decays-in-flight included, but no punch-100

through, and EM-enriched QCD samples contain no b/c → e decays, that are simulated in101

separate samples. Signal samples simulated with PYTHIA are used as cross-check with respect102

to POWHEG samples. Further details on the MC collections processed for both muon and103

electron channels are available in Ref. [26].104

3 Muon identification105

The muon identification is cut based which aims to simplify the efficiency estimations and106

make the selection procedure as transparent as possible. As explained in details in dedicated107

notes [27], [28], there are specific handles helping to select high quality muons. For the purpose108

of this analysis we aim to select prompt high pT (> 20 GeV/c) muons. We are not to deal yet109

with ultra-high momentum muons, thus we are not to address the specific issues with them.110

In addition the triggering muon has to be in the well examined range |η| < 2.1 of the HLT111

trigger which, effectively, also suppresses the muon background and serves as a muon ID pre-112

selection. The muon ID selection is as follows.113

• A muon has to be identified as a tracker (TRK) and a global (GLB) muon. This114



4 3 Muon identification

Generator Process Kinematic cuts (in GeV, c = 1) σ (pb) Events PDF set
POWHEG W+ → e+νe no cuts 6152 ∼700k CTEQ66
POWHEG W− → e−νe no cuts 4179 ∼700k CTEQ66
POWHEG W+ → µ+νµ no cuts 6152 ∼700k CTEQ66
POWHEG W− → µ−νµ no cuts 4179 ∼700k CTEQ66
POWHEG W+ → τ+ντ no cuts 6152 ∼700k CTEQ66
POWHEG W− → τ−ντ no cuts 4179 ∼700k CTEQ66
POWHEG Z → e+e− me+e− > 20 1686 > 1M CTEQ66
POWHEG Z → µ+µ− mµ+µ− > 20 1686 > 1M CTEQ66
POWHEG Z → τ+τ− mτ+τ− > 20 1686 > 1M CTEQ66
PYTHIA tt̄ no cuts 94.3 500k CTEQ6L
PYTHIA Inclusive µ QCD p̂T > 20, pµ

T > 15, |ηµ| < 2.5 109853 6M CTEQ6L
PYTHIA EM-enriched QCD 20 < p̂T < 30 1719150 30M CTEQ6L
PYTHIA EM-enriched QCD 30 < p̂T < 80 3498700 40M CTEQ6L
PYTHIA EM-enriched QCD 80 < p̂T < 170 134088 5M CTEQ6L
PYTHIA b/c → e 20 < p̂T < 30 108330 2M CTEQ6L
PYTHIA b/c → e 30 < p̂T < 80 138762 2M CTEQ6L
PYTHIA b/c → e 80 < p̂T < 170 9422 1M CTEQ6L
PYTHIA W → eν |ηe| < 2.7 6153 2M CTEQ6L
PYTHIA W → µν |ηµ| < 2.5 5861 2M CTEQ6L
PYTHIA W → τν no cuts 7899 2M CTEQ6L
PYTHIA Z → e+e− m+

e e− > 20 1300 2M CTEQ6L
PYTHIA Z → µ+µ− m+

µ µ− > 20 1300 2M CTEQ6L
PYTHIA Z → τ+τ− m+

τ τ− > 20 1300 2M CTEQ6L

Table 1: Summary of analyzed Monte Carlo samples for the various signal and background
processes.

is effective against decays-in-flight, punch-through and accidental matching (with115

noisy or background tracks or segments).116

• The number of hits in the tracker track part of the muon has to be larger than 10.117

Generally tracks with small number of hits give bad pT estimate. In addition decays118

in flight give rise to lower hit occupancy in the tracks. The chosen value to cut at119

was shown ( [28]) to be close to optimal for selecting good quality muons with high120

efficiency.121

• There should be at least one pixel hit in the tracker track part of the muon. The122

innermost part of the tracker is an important handle to discard non-prompt muons.123

By asking just a minimal number of hits there we introduce negligible reconstruction124

inefficiency (to be measured with Z).125

• In addition, the muon track has to have at least two chambers in different stations126

with “matching” (consistent with the propagated to the muon chambers tracker127

track) segments. This is also to comply with a similar looser requirement in the128

trigger.129

• Very bad fits are rejected by requiring reasonable GLB muon fit quality: χ2/NDF <130

10 (NDF is the number of degrees of freedom).131

• The GLB muon has to contain at least one ”valid” muon hit. By this requirement we132

make sure that the GLB muon is not a ”bad” match between the information from133

the muon system and the tracker. This could happen in particular for non-prompt134

muons.135

• The impact parameter dxy with respect to the beam spot has to be compatible with136

the IP hypothesis (muon from the interaction point). A loose, yet a powerful against137

cosmic background, cut is set at |dxy| < 2 mm.138
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Given the selection above, the parametrization of the muon ID efficiencies can be made in the
following way:

εID = εtrk × (εgbl+|εtrk+)×∏
i

εi , (1)

where εtrk is the TRK muon efficiency, εgbl+|εtrk+ is the GLB muon efficiency given a TRK139

muon with its selection cuts exists and εi is the efficiency of each of the remaining selection140

criteria (applied on TRK and GLB muons) of the muon identification. Correlations between141

these variables would change the expression which is to be dealt with separately.142

Appendix A describes how the muon identification efficiency is determined from Monte Carlo143

samples and cross-checked with available data samples recorded in LHC collisions. The TRK144

and GLB muon reconstruction efficiencies, before applying any identification cut for the TRK145

muon case, as estimated on the available samples are given in Table 2. The correction factors146

accounting for divergences in data and MC are evaluated and the results are reported in Table 3.147

Tracker muon Global muon
efficiency efficiency

data 98.0± 0.6 99.8± 0.1
pp → µ + X 97.2± 0.2 99.84± 0.03
W− → µ−νµ 99.64± 0.02 99.87± 0.01
W+ → µ+νµ 99.69± 0.02
Z → µ+µ− 99.72± 0.02

Table 2: TRK and GLB muon efficiencies. The TRK muon efficiency here is measured with
“quality” STA muons with pT > 12 GeV/c. The GLB muon efficiency is with respect to the
selected TRK muons. These are explained in the appendix.

|η| < 0.9 0.9 < |η| < 1.2 |η| > 1.2
Correction factors 0.98± 0.03 1.00± 0.03 0.975± 0.025

Table 3: Correction factors for the muon ID efficiency. These are to be applied on MC muons
to obtain the “real” efficiencies.

3.1 Summary148

For the present analysis, we keep muon identification and reconstruction efficiencies from149

Monte Carlo estimates, and assign them an overall 5%, uniform on all angular regions, of to-150

tal systematic uncertainty. For muon reconstruction plus the selection of a good quality track,151

which is used for the ’loose’ leg of the Z → µ+µ− analysis, we conservatively take as system-152

atic uncertainty the largest deviation from MC efficiency of selecting a muon with more than153

10 tracker hits (which occurs in the region with 0.9 < |η| < 1.2, see Table 34 in Appendix A),154

which we can account for a 1.2% of systematic uncertainty.155

4 Muon trigger156

Collision events in muon channel are selected wih muon High Level Trigger (HLT), HLT Mu9157

trigger. This trigger requires at least one muon candiate with pT > 9 GeV/c and |η| < 2.5,158

which is reconstructed using both tracker and muon detector inforamtion. No isolation is re-159

quired.160

The trigger efficiency on 7 TeV collision data is determined by using the sample triggered by161

orthogonal trigger path to the muon trigger path. The minimum bias trigger or jet trigger is162
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considered primarily. To calculate the trigger efficiency, we use the matching between Level-1163

(L1) muon and offline global muon with particular requirement. This procedure is presented164

in details in Appendix B. The trigger efficiency is factorized by L1 and HLT, and it is measured165

separately. The overall trigger efficiency is defined as follows:166

ε = εL1 × εHLT , (2)

where L1 and HLT will be determined separately by detector geometry: DT, CSC and overlap167

region.168

In addition, data-driven method, called as Tag and Probe (T&P) method, will be used for the es-169

timation independently. Very low statistics of Z → µ+µ− candidate is expected with 100 nb−1,170

but it is useful for the cross-check.171

To determine the trigger efficiency, the offline global muons matched by the L1 muon are col-172

lected, which pass through following muon id cut:173

• pT > 15GeV, |η| < 2.1174

• Number of pixel hits > 0, Number of hits in the tracker > 10175

• Transverse impact parameter of the muon with respect to the beam spot < 2 mm176

• Chi2/ndof of the global muon fit < 10177

• Number of valid hits in the muon chambers used in the global muon fit > 0178

• Number of muon stations > 1179

• Relative combined isolation = (sumPt + emEt + hcalEt)/(muon pT) < 0.15 in a deltaR180

< 0.3 cone181

, where are exactly same requirement for W selection in this analysis. We separate the results182

with isolation and without isolation because the isolation cut is too tight for current integrated183

luminosity. Therefore we have very large statistical uncertainty on the results after the isolation184

cut.185

Table 4 shows the results on jet-triggered events for both data and MC. Due to very low statis-186

tics, the results of three split η regions are not available with isolation cut currently. They will187

be updated with more integrated luminosity.188

We observe about 10-15% inefficiency in data to compare to MC, and the scale factor to correct189

the disagreement is calculated in Table 5.190

5 W → µν event selection191

W → µν events are characterized by a high-pT, isolated muon, together with a significant192

amount of missing ET, due to the presence of a neutrino in the final state, that escapes unde-193

tected. A full reconstruction of the W system is thus not possible but a mass reconstruction in194

the transverse plane can be performed from the measured missing ET and the muon momen-195

tum, through the expression MT =
√

2pT(µ)E/T(1 + cos(ξ)), where ξ (ξ = π − ∆φpT(µ),E/T
) is196

the acoplanarity between muon and MET directions, the resulting distribution exhibiting the197

characteristic shape of the W Jacobian peak. Muon isolation and a high reconstructed MT (and198

high missing ET) are thus the main handles to discriminate between W signal events and other199

processes also delivering high-pT muons in the final state.200

In general, E/T is calculated as the negative sum of the energy/momentum in the transverse201
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dataset efficiency |η| < 0.8 0.8 < |η| < 1.2 |η| > 1.2 overall (%)

No Iso.

Data
εL1 90.2± 2.2 69.6± 5.9 94.5± 2.2 88.6± 1.5

εHLT 94.6± 1.7 83.5± 6.1 87.5± 3.0 90.9± 1.6
εL1×HLT 85.3± 2.59 58.1± 6.5 82.7± 3.4 80.6± 2.0

MC
εL1 98.3± 0.01 92.6± 0.04 94.2± 0.03 95.2± 0.01

εHLT 95.3± 0.02 90.2± 0.04 92.9± 0.02 93.5± 0.01
εL1×HLT 93.7± 0.02 83.5± 0.05 87.5± 0.003 89.0± 0.01

With Iso.

Data
εL1 xxx± xxx xxx± xxx xxx± xxx 83.0± 7.4

εHLT xxx± xxx xxx± xxx xxx± xxx 93.1± 6.8
εL1×HLT xxx± xxx xxx± xxx xxx± xxx 77.3± 8.9

MC
εL1 98.3± 0.10 92.8± 0.30 93.4± 0.18 95.7± 0.03

εHLT 98.2± 0.04 96.1± 0.07 95.8± 0.05 96.8± 0.03
εL1×HLT 96.5± 0.11 89.2± 0.30 89.5± 0.18 92.7± 0.04

Table 4: Trigger Efficiency on jet-triggered sample. Trigger efficiencies are estimated in three
split regions: DT only (|η| < 0.8), overlap (0.8 < |η| < 1.2), and CSC only (|η| > 1.2). Trigger
efficiency is factorized by L1 and HLT.

|η| < 0.8 0.8 < |η| < 1.2 |η| > 1.2 overall (%)
No iso. xxx± xxx xxx± xxx xxx± xxx 90.6± 2.25

With iso. xxx± xxx xxx± xxx xxx± xxx 83.4± 9.60

Table 5: Scale factor of trigger efficiency (Data/MC) using results on Table 4.

plane of all the particles reconstructed in the detector. Two different algorithms are used to202

compute E/T: (tcMET) where ET from calorimeter deposits associated to charged hadrons are203

substituted by their corresponding charged-track momentum; and (pfMET) where a full recon-204

struction of the final state particles is performed with Particle Flow techniques. The W → µν205

analysis is carried out in parallel with the two E/T definitions. Results obtained fully agree206

between them.207

Events relevant for this analysis are triggered by the single muon trigger path, with a High208

Level Trigger threshold in the muon pT of 9 GeV/c. The first step in the W → µν candidate209

selection is to reject those events having two global muons satisfying: pT(µ1) > 20 GeV/c210

and pT(µ2) > 10 GeV/c, where pT(µ1) is the highest muon pT and pT(µ2) is the second high-211

est muon pT in the event, in order to minimize the contribution from Drell-Yan events to the212

selected sample.213

Events with a good quality muon, as described in Section 3, in the fiducial volume |η| < 2.1,214

and with a transverse momentum higher than 20 GeV/c are kept. With this pT cut, background215

arising from QCD processes is significantly reduced, affecting minimally the signal efficiency.216

Transverse momentum and pseudorapidity distributions of muons selected by these quality217

criteria are presented in Figure 1.218

To establish whether the muon is isolated, a normalized combined isolation definition is used:

Irel
comb = [∑ pT + ∑ ET(em) + ∑ ET(had)]/pT(µ) (3)

where the sums extend in a ∆R =
√

∆η2 + ∆φ2 < 0.3 cone around the muon direction. ∑ pT219

and ∑ ET(em), ∑ ET(had) are the sums of the pT of the tracks and of the calorimeter deposits220

in the electromagnetic and hadronic calorimeter in this cone, excluding the muon track and221

calorimeter deposits associated to it. The muon is considered to be isolated if Irel
comb < 0.15.222

Isolation distribution of the experimental data, together with the MC expectations, is shown in223



8 5 W → µν event selection

 [GeV]
T

Muon p
20 40 60 80 100

nu
m

be
r 

of
 e

ve
nt

s 
/ 2

 G
eV

1

10

210

310

data
νµ →W 

EWK
QCD

 = 7 TeVs

-1 dt = 198 nbL ∫
CMS preliminary 2010

ηMuon 
-2 -1 0 1 2

nu
m

be
r 

of
 e

ve
nt

s 
/ 0

.2

100

200

300

400
data

νµ →W 
EWK
QCD

 = 7 TeVs

-1 dt = 198 nbL ∫
CMS preliminary 2010

Figure 1: Left: Muon pT distribution of candidates with a good quality muon in the fiducial vol-
ume |η| < 2.1; Right: Muon η distribution of candidates with a good quality muon and pT >

20 GeV/c. The experimental set corresponds to an integrated luminosity of Lint = 198 nb−1.
Dots represent the data and the solid histograms the contribution from the different SM pro-
cesses, evaluated by MC and normalized to the theoretical cross sections. MC distributions
are corrected by the MC/data difference in muon identification, isolation and trigger efficien-
cies, as determined in the dedicated studies reported in sections 3, 4 and 8 of this AN. In
practice, only a correction factor of 0.98 due to trigger efficiency is needed, all the others being
compatible with unity.

Figure 2.224

The breakdown of the data reduction at the different stages of the selection is summarized225

in Table 6 both for the total sample of muon events, and splitted by the muon charge. The226

acceptance of the selection cuts for W → µν events with muons emitted in the |η| < 2.1 pseudo-227

rapidity region is (64.1± 0.2)%, as estimated from MC simulation.

Event Sample Events with µ± Events with µ+ Events with µ−

Candidates 44100 22050 22050
Triggered 16567 8607 7960

DY Rejection 16277 8444 7833
Muon ID 13365 6873 6492

pT > 20 GeV/c 12856 6602 6254
|η| < 2.1 4294 2275 2019

Comb-Iso: Irel
comb < 0.15 1254 757 497

MT > 50 GeV (∗) (tcMET) 731 451 280
MT > 50 GeV (∗) (pfMET) 728 450 278

Table 6: Data reduction at every step of the selection process. Experimental data sample ana-
lyzed corresponds to an integrated luminosity of Lint = 198 nb−1. Number of events are given
for the whole muon data sample, as well as separated by the muon charge.
(∗) MT > 50 GeV criterium is not part of the selection process but it indicates the number of
events in the most W-like region.

228

The number of W → µν events expected, for a data sample of Lint = 100 nb−1, after each of229
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Figure 2: Isolation distribution of candidates with a good quality muon of pT > 20 GeV/c in
the fiducial region |η| < 2.1. The experimental set corresponds to an integrated luminosity
of Lint = 198 nb−1. Dots represent the data and the solid histograms the contribution from
the different SM processes, evaluated by MC and normalized to the theoretical cross sections.
MC distributions are corrected by the MC/data difference in muon identification, isolation and
trigger efficiencies, as determined in the dedicated studies reported in sections 3, 4 and 8 of
this AN. In practice, only a correction factor of 0.98 due to trigger is needed, all the others being
compatible with unity.

the steps of the selection criteria is evaluated by MC, with a high statistic sample, generated230

with POWHEG and CTEQ66 PDFs and it is given in Table 7. The cumulative efficiency of the231

selection process for W signal events is also evaluated by MC and it is presented in Table 8.232

After the selection process just described, 1254 events are selected, 757 of them with a positive233

charged muon and 497 with a negative charged muon. The MT distribution of the final selected234

sample is shown in Figure 4 for the total muon sample and in Figure 5 for the sample of positive235

and negative muons separately.236

A certain fraction of the events passing the selection criteria will still be due to background237

processes. Several sources of contamination have been identified. They include events where a238

high pT muon results from the semi-leptonic decay of quarks (QCD background). The majority239

of these muons come from the decay of b quarks with an smaller contribution of light mesons240

(pion and kaon) decays in flight. Electroweak processes other than the one under study will241

also contribute: these are mainly Z → µ+µ− events where one of the muon lies beyond the242

detector acceptance (η < 2.5), thus escaping detection. Muons from Z → τ+τ− and W → τν243

events, with the tau decaying into a muon will have in general a lower momentum, and be less244

isolated, being therefore strongly suppressed by the selection cuts.245

Table 7 summarizes the expected number of events, due to the different physics processes, af-246

ter each of the selection steps. The number of events is normalized to a collected luminosity of247

100 nb−1. The acceptance and efficiencies at every step of the selection procedure, for the differ-248

ent physics processes considered, and determined with high statistics MC samples, presented249

in a previous section are given in Table 8.250

Background subtraction is performed by means of a binned-likelihood fit of the observed MT
distribution to a sum of three different contributions, each of them accounting for the different
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Sample W → µν QCD Z → µ+µ− W → τν tt̄ Z → τ+τ−

Input 1031.2 7968.8 166.7 1031.2 16.2 166.7
Candidates 765.8 7680.0 137.5 152.8 9.4 10.3
Triggered 623.7 6542.4 109.1 56.6 5.0 1.9

DY Rejection 623.0 6491.6 57.2 56.5 4.4 1.9
Muon ID 609.0 6236.0 56.0 54.9 4.1 1.8

pT > 20 GeV/c 576.7 6034.9 51.3 52.1 4.0 1.8
|η| < 2.1 484.2 1864.4 22.1 16.8 2.5 0.7

Comb-Iso: Irel
comb < 0.15 477.1 127.1 21.8 16.5 1.8 0.7

MT > 50 GeV (∗) (tcMET) 402.8 1.0 12.9 6.3 1.1 0.1
MT > 50 GeV (∗) (pfMET) 401.2 0.7 11.9 6.2 1.1 0.1

Table 7: Number of events expected after every step of the selection criteria, for the several
physics processes producing a muon in the final state. Projection for an integrated lumi-
nosity of Lint = 100 nb−1. They are evaluated with high statistics MC samples, generated
with POWHEG MC (except QCD and ttbar, generated with PYTHIA MC) and CTEQ66 PDF
set. Dilepton predictions (Z → µ+µ− and Z → τ+τ−) refer to the dilepton mass region
M`` > 20 GeV/c2.
(∗) MT > 50 GeV criterium is not part of the selection process but it indicates the number of
events in the most W-like region.

Sample W → µν QCD Z → µ+µ− W → τν tt̄ Z → τ+τ−

Candidates 74.3 96.4 82.5 14.8 58.5 6.2
Triggered 60.5 82.1 65.4 5.5 31.0 1.2

DY Rejection 60.4 81.5 34.3 5.5 26.9 1.1
Muon ID 59.1 78.3 33.6 5.3 25.5 1.1

pT > 20 GeV/c 55.9 75.7 30.7 5.1 24.9 1.1
|η| < 2.1 47.0 23.4 13.3 1.6 15.6 0.4

Comb-Iso: Irel
comb < 0.15 46.3 1.6 13.1 1.6 11.3 0.4

MT > 50 GeV (∗) (tcMET) 39.1 0.1 7.7 0.6 7.0 < 0.1
MT > 50 GeV (∗) (pfMET) 38.9 0.1 7.1 0.6 6.9 < 0.1

Table 8: Cumulative efficiencies of the selection criteria, for the several physics processes pro-
ducing a muon in the final state. They are evaluated with high statistics MC samples, gener-
ated with POWHEG MC (except QCD and ttbar, generated with PYTHIA MC) and CTEQ66
PDF set. Efficiencies are referred to the full phase space. Dilepton predictions (Z → µ+µ− and
Z → τ+τ−) refer to the dilepton mass region M`` > 20 GeV/c2.
(∗) MT > 50 GeV criterium is not part of the selection process but it indicates the number of
events in the most W-like region.

origin of the events (W signal, QCD background and EWK background):

N(MT) = {σW × [AW(MT) + K ×AEWK(MT)] +FQCDT (MT)} × Lint (4)

The W and EWK terms are expressed in terms of their cross sections and acceptance and selec-251

tion efficiencies (AW(MT) and AEWK(MT)). Z → µ+µ−, Z → τ+τ− and W → τν contributions252

are normalized to the W → µν channel, through their theoretical cross section ratio.253

The QCD contribution is described as well in terms of a normalized template on MT (T (MT))254

and a constant (FQCD) setting the absolute background level.255

In fact, we are interested not only in the total W cross section but also in the W+ and W−
256

cross sections independently, or equivalently in the σ(W+)/σ(W−) ratio. Above equation is257
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therefore applied separately for W+ and W− spectra. Different signal templates and efficiencies258

(AW(MT)) are evaluated for W+ and W−. For the W → τν, different templates for positive and259

negative muons are considered, as this channel is also charge asymmetric. Z → µ+µ− and260

Z → τ+τ− backgrounds are symmetric in charge. QCD is also assumed to contribute in the261

same amount and shape to both W+ and W− spectra. No significant difference in the low MT262

region is observed in experimental distributions.263

The signal shape is determined in a realistic way from high statistics MC where the measured264

lepton efficiencies, as measured from data and reported in sections 3, 4 and 8 of this AN, are265

taken into account. The electroweak vector boson acceptance for the other EWK vector boson266

processes, is determined in the same way.267

MT shape for the QCD component is modeled from the same preselected data sample requiring268

the full set of selection criteria but inverting the isolation cut; in particular events with a non-269

isolated muon according to Irel
comb > 0.2 are taken.270

The template obtained in this way is shown in Figure 3 and compared with QCD MC expecta-271

tion, both for the isolated and not isolated regions. A good agreement between the data tem-272

plate and MC for the not isolated region is observed. The template is not able to fully describe273

the isolated one, at least when compared with the QCD MC expectation. Several possibilities274

to improve the description of the isolated region were worked out. This initial template can be275

reweighted according to the relative distribution (as expected from MC) of the azimuthal angle276

between the muon and E/T (∆φpT(µ),E/T
) for isolated and not isolated QCD events.277

A fully data-driven correction can also be devised. The observed variation of the mean and278

width of MT distribution with the isolation variable, in the not-isolated region, can be param-279

eterized (with a simple linear function as a first approach). This parameterization is then ex-280

trapolated to the low isolation values and used to correct the MT distribution in the isolated281

region.282

For this first analysis, a conservative approach was finally chosen. The plain isolation-inverted283

template from data was used to determine W cross section. The full difference with respect to284

using a pure MC template from the isolated region was assigned as a systematic uncertainty in285

the final result.286

A global fit to the two MT spectra (W+ and W−) is then performed. The fitting function can be287

expressed in terms of two different sets of parameters: either 1) the total W → µν cross section288

(σ(W+) + σ(W−)) and the ratio R = σ(W+)/σ(W−), together with the overall normalization289

of QCD events (FQCD) or 2) the individual σ(W+) and σ(W−), also with a third parameter290

giving the overall normalization of the background. The fit is performed over the full MT291

range [0, 200] GeV/c2.292

The fitted MT distributions are presented in Figure 4 (full sample) and Figure 5 (samples sep-293

arated by muon charge). The fitted individual contributions of the W signal, EWK processes294

and QCD are also shown in the plots.295

The fitted W-parameters are summarized in Tables 9 and 10 for the two choices of fit parame-296

ters, together with the correlation coefficient among them. The error shown is only statistical.297

298

5.1 Systematic uncertainties299

Common effects affecting to all the components in the previous fit are muon identification and300

reconstruction, isolation and trigger efficiencies and muon momentum scale and resolution.301
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Figure 3: MT QCD template obtained from the non-isolated events (Irel
comb > 0.2) of the pres-

elected data sample (black dots). It is compared with the QCD MC expectation both for the
isolated region (Irel

comb < 0.15) (solid black histogram) and for the not isolated region (dashed
black histogram). (Left) The E/T reconstruction algorithm applied is tcMET. (Right) The E/T
reconstruction algorithm applied is pfMET.
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Figure 4: Total MT spectrum (black dots) and fitted contributions from the different processes
shown stacked, W signal (light yellow histogram), other EWK processes (medium orange his-
togram), and QCD background (dark purple histogram). (Left) The E/T reconstruction algo-
rithm applied is TcMET. (Right) The E/T reconstruction algorithm applied is pfMET.

E/T algorithm
tcMET pfMET

σ(W) (nb) 9.15± 0.33 9.14± 0.33
R = σ(W+)/σ(W−) 1.68± 0.12 1.69± 0.12

ρ(σ(W), R) -0.020 -0.018

Table 9: Total W production cross section (times the Branching fraction of the W decaying into
a muon and a neutrino) and ratio between W+ and W− cross sections from the analysis of the
Lint = 198 nb−1 data set. Correlation between the total cross section and ratio is also given.
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Figure 5: W+ (left plots) and W− (right plots) experimental distributions (black dots), to-
gether with the fitted contributions from the different processes (shown stacked): W signal
(light yellow histogram), other EWK processes (medium orange histogram), and QCD back-
ground (dark purple histogram). Top: The E/T algorithm applied is tcMET. Bottom: The E/T
algorithm applied is pfMET

E/T algorithm
tcMET pfMET

σ(W+) (nb) 5.64± 0.25 5.67± 0.25
σ(W+) (nb) 3.42± 0.20 3.40± 0.20

ρ(σ(W+), σ(W−)) 0.012 0.010

Table 10: W+ and W− production cross section (times the Branching fraction of the W decaying
into a muon and a neutrino) based on the analysis of the Lint = 198 nb−1 data set. Correlation
between the two fitted cross sections is also given.

Uncertainties in lepton efficiencies directly translate to the signal yield. Effects due to muon302

momentum scale and resolution are estimated repeating the fitting process with new signal303

templates where the muon pT in MC is modified according to the results from dedicated stud-304

ies. Impact of muon momentum scale and resolution through the muon contribution in the E/T305

is also considered and treated in the same way. The uncertainty in the signal yield is smaller306

than 1%. To evaluate the uncertainty associated to the MT signal template due to ET scale and307

resolution effects, the fraction of the event recoiling to the lepton is parameterized in terms of308

two components: parallel and perpendicular to the lepton, and fitted in high E/T W-events [29].309
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Uncertainty in this fit has a small impact in the W → µν cross sections (< 1%). Finally, the310

full difference between the resulting yield when using the isolation-inverted template for the311

QCD MT shape and the prediction from MC (∼ 3.5%) is assigned as the uncertainty due to the312

background subtraction.313

The error due to the EWK cross section ratio with respect to the signal one is estimated varying314

the scaling factor K according to their systematic errors and trying different theoretical predic-315

tions and PDF sets. The effect is found to be negligible.316

The main theoretical contribution arises from the computation of the detector geometrical and317

kinematical acceptance. Uncertainty due to the PDF assumptions and uncertainties in the PDFs318

themselves are studied using the full PDF eigenvector set and comparing among PDFs pro-319

vided by different groups CTEQ and MSTW. It is estimated to be of the order of 2%.320

6 Z → µ+µ− event selection321

Z → µ+µ− are characterized by the presence of two high-pT isolated muons. The expected322

background to this process is very low.323

The present analysis, due to the low statistics, is based on a cut-and-count strategy, where the324

Z → µ+µ− candidates are selected using a robust and high purity selection. During prepara-325

tory studies [30] developed for high luminosity (' 10 pb−1), we planned a simultaneous fit of326

multiple categories, which allows to determine from data the Z → µ+µ− production yield and327

the average muon trigger, reconstruction, and selection efficiencies. We do not apply this strat-328

egy in the present note, due to the lack of statistics. From MC studies we expect of the order of329

few tenths of candidate events containing two global muons (i.e. the category with the highest330

purity defined in [30]), while the other lower purity categories lack of sufficient statistics to331

perform precise quantitative estimates.332

The amount of background under the signal peak and the relevant efficiencies are estimated333

from MC, with reasonable systematic errors, and cross-checked as much as possible with the334

available data.335

We select events which satisfy the single non-isolated muon trigger HLT Mu9 (Section 4). For336

each event, we consider all the possible di-muon pairs made by opposite-charge muons and337

with invariant mass 60 < mµµ < 120 GeV/c2. The muons in the pair must satisfy, in addition,338

the following acceptance cuts:339

• both muons must have |pT| > 20 GeV/c;340

• at least one of the muons must be within |η| < 2.1 for triggering1, the remaining341

muon must be within |η| < 2.4 (fiducial region of the muon system).342

Both muons must be identified as Global Muons and must have > 10 total (pixel+strips) hits343

in the Tracker detector (referred in the following as ’loose’ muon selection). In addition to the344

above loose quality cuts, at least one of the muons must pass all the quality cuts described in345

Section 3. The muon passing all the quality cuts must also match to a Level-3 (L3) trigger object346

firing the HLT Mu9 trigger path (trigger and muon quality selections are referred in the follow-347

ing as ’tight’ muon selection). For the trigger matching we require the L3 muon to be within a348

cone of aperture ∆R =
√

∆φ2 + ∆η2 = 0.2 around the offline muon, and their relative pT differ-349

ence ∆pT/pT to be < 1, which is a very loose requirement given the L3 muon resolution in this350

1Actually, the CSC L1 trigger extends till to the region |η| < 2.4; however, in MC the trigger is correctly emulated
till to |η| < 2.1, so for the moment we stay to this stricter interval
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pT range. The choice of requiring trigger match and muon quality selection is motivated by351

the correlation of trigger and muon identification selection, which, applied to the same muon,352

make easier the evaluation of related systematic uncertainties.353

Both muon candidates must be isolated, according to the default tracker isolation variable pro-
vided by the Muon POG, Itrk, defined as the sum of the transverse momenta of all tracks within
a cone of radius ∆R = 0.3:

Itrk = ∑
∆R<0.3

p(i)
T . (5)

Only tracks with ∆z < 0.2 w.r.t. the muon track are considered for the sum. Tracks within a354

cone of ∆R = 0.01 are vetoed in order to avoid counting the muon track. We require for each355

muon Itrk < 3 GeV/c.356

6.1 Selection results on data and comparison with MC357

We have analyzed a data sample of 198 nb−1 and 77 events pass the Z → µ+µ− event selection.358

The data sample is composed by runs/lumisections up to run 140182 The di-muon invariant359

mass, pT, and rapidity distributions of the selected Z candidates are shown respectively in360

Figures 6, 7, and 8. More plots are reported in Appendix D [to be updated]. They are compared361

to the expected MC distribution for the nominal luminosity. MC is scaled according to the NLO362

generator cross-section (POWHEG with CTEQ66 PDF). We have applied a global scaling factor363

to the expectation from the PYTHIA tt sample given by the ratio of NLO MCFM [31] to LO364

PYTHIA cross sections (162 pb/94.3 pb = 1.718). From MC we expect 78.2 signal events in
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Figure 6: Invariant mass distribution of the selected Z → µ+µ− candidates in data superim-
posed to the MC expectation. (a): linear scale; (b): log scale.

365

the [60, 120] GeV/c2 mass range and very low background: 0.21 expected events, dominated366

by tt and EWK events, 0.10 and 0.10 expected events respectively. In Table 11 we report the367

performance of the selection evaluated on the signal and background MC samples and the368

expected yields for the nominal luminosity.369

Due to the low statistics of possible control samples from data (for instance no same-sign370

di-muon events pass the Z selection), we can determine the expected background with the371

lowest possible uncertainty from Monte Carlo. Considering the small expected background372
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Figure 7: Transverse distribution of the selected Z → µ+µ− candidates in data superimposed
to the MC expectation.

Table 11: MC cross sections, cross sections times acceptance and efficiency of the full selection,
and expected yields for the nominal luminosity. All the numbers have been evaluated on the
reference MC samples (POWHEG). The reported errors are only the statistical uncertainties
due to the MC statistics.

σ (pb) σ × A × ε (pb) Expected yields
Z → µ+µ− 1686 395.0± 2.0 78.21± 0.40
W → µν 10331 0.26± 0.05 0.051± 0.010
QCD 296.9 · 106 0.10± 0.03 0.020± 0.006
tt 162 0.48± 0.07 0.095± 0.014
Z → τ+τ− 1686 0.23± 0.05 0.046± 0.010

size (≈ 0.3% of the signal), the systematic uncertainty due to MC prediction will not affect373

the cross section measurement. We also perform several data-driven background estimates as374

cross-checks. The cross-checks include estimating the backgrounds using the fake rate method,375

and deriving it from low-purity categories. The studies set limits to the expected amount of376

background, and confirm, though within the very limited available statistics, that the expected377

background is very low. Details are reported in Appendix E.378

6.2 Muon efficiencies379

We use two muon selections: one ’tight’ and one ’loose’ in Z → µ+µ− selection, and we require
that both muon legs must satisfy the ’loose’ selection and that at least one of the muon legs
satisfies the ’tight’ selection. We can write the efficiency to select a ’loose’ muon as:

εrec = εtrk × εsta × εNhits , (6)

where εtrk is the reconstruction efficiency of a muon in the tracker, εsta is the reconstruction380

efficiency in the muon detector, and εNhits is the probability for a reconstructed muon to pass381
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Figure 8: Rapidity distribution of the selected Z → µ+µ− candidates in data superimposed to
the MC expectation.

the cut on the number of tracker hits. All those efficiencies are taken from MC.382

The efficiency to reconstruct a ’tight’ muon is:

εtight = εrec × ε′ID × ε′trigger , (7)

where ε′ID is the probability that a muon passing the ’loose’ selection also passes all muon iden-
tification cuts2, and ε′trigger is the probability that a muon passing the ’loose’ selection plus the
muon identification cuts is also matched to a trigger muon. The efficiency ε′ID for a Z candi-
date to pass the muon quality requirements is estimated from MC and the observed data/MC
discrepancies are considered as source of systematics, as described in Section 3. We find in
MC that the difference of ε′trigger w.r.t. the efficiency εtrigger, measured on all ’loose’ muons (not
necessarily passing the muon identification cuts) is about 0.6%, due to the (small) correlation of
muon trigger performance with muon quality. The trigger efficiency ε′trigger is estimated from
MC after applying the proper data/MC correction factors as reported in Section 4. The MC
trigger efficiency estimate is estimated by counting the numbers N2HLT of Z → µ+µ− candi-
dates having both legs matched to trigger muons and N1HLT of Z → µ+µ− candidates having
only one leg trigger-matched:

N2HLT

N2HLT + N1HLT
=

εtrig

2− εtrig
(8)

We consider for this estimate the Z → µ+µ− candidates having both legs which pass the tight
muon selection. Thus, the estimate of the trigger efficiency takes correctly into account corre-
lations with the muon selection cuts. We find N2HLT = 56 and N1HLT = 10, which gives, using
Clopper-Pearson binomial confidence interval [32]:

εtrig = 0.916+0.026
−0.034 . (9)

2Note that the cuts on number of tracker hits is already applied in the loose selection.
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This number agrees with the MC extimate within the statistical uncertainty.383

The isolation efficiency is determined from data by sampling the isolation distribution with384

the random cone method (Section 8). The measured values is in good agreement with MC385

predictions, with a systematic discrepancy below the 0.5% level. This value is cross-checked by386

counting the number of di-muon candidates N1NotIso which fail the isolation cut on one of the387

legs (but pass all the other cuts). We find 4 candidates in this category and set: εiso = 0.980+0.010
−0.018.388

The isolation efficiency can be also cross-checked using a sample of muons from W → µν389

candidates selected by applying tight cuts on their transverse mass.390

The tracker efficiency is cross-checked with data by counting the di-muon candidates where391

one of the legs is a standalone muon but fails the global muon reconstruction. We find no392

candidate in this category and set εtrk = 1.00+0.00
−0.01. The standalone muon efficiency is cross-393

checked in data by counting the number of di-muon candidates where one of the legs is a394

tracker track but fails the global muon reconstruction. We find 2 candidates in this category395

and set: εsta = 0.987+0.008
−0.016396

In Table 12 we report the muon efficiencies estimated from MC and the results from cross-397

checks in data (largely limited by the statistics), where possible.398

Table 12: Muon efficiencies for Z → µ+µ− analysis. In the first column we report the MC
efficiencies estimated from the Z → µ+µ− reference MC sample. In the second column we
report the results obtained by counting di-muon candidates in different categories.

MC efficiency Data estimates (di-muon counting)
εtrig 0.927± 0.001 –
ε′trig 0.932± 0.001 0.916+0.026

−0.034
εtrk 0.9992± 0.0001 1.00+0.00

−0.01
εsta 0.9894± 0.0005 0.987+0.008

−0.016
ε′ID 0.9758± 0.0006 –
εNhits 0.9979± 0.0001 –
εiso 0.9837± 0.0007 0.980+0.010

−0.018

6.3 Z → µ+µ− cross section determination399

The inclusive Z → µ+µ− cross section is determined from the Nµµ yield in a data sample
corresponding to an integrated luminosity Lint, by using:

σ(pp → Z(γ∗) + X → µ+µ− + X) ×A =
Nµµ

ε2
rec ε2

iso [1− (1− ε′IDε′trig)2] Lint
, (10)

where A is the kinematic cut acceptance, and the efficiency terms have been introduced above.400

The cross section is determined in a kinematical region defined by the pT and η cuts on the401

muons and by the mµµ invariant mass cut.402

Using the corrected efficiencies in Table 12 and Lint = 198± 22 nb−1 we obtain, quoting only
statistical uncertainty:

σ(pp → Z(γ∗) + X → µ+µ− + X) ×A = 0.418± 0.048(stat.) nb (11)

Using the acceptance estimated at the generator level from the Powheg Z → µ+µ− reference
MC sample:

A (POWHEG) = 0.476± 0.002 (12)
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we can extrapolate the cross section bejond the kinematical cuts, ad we can determine:

σ(pp → Z(γ∗) + X → µ+µ− + X) [60 < mµµ < 120 GeV/c2] = 0.88± 0.10(stat.) nb . (13)

Only the statistical error is quoted; systematic errors are described in Section 15.403

7 Muon momentum scale and resolution404

The muon momentum scale and resolution is measured with four complementary methods:405

• Calibration of muon momentum using di-muon resonances406

• Analysis of Tracker tracks vs standalone muons residuals407

• Cosmics end-point method408

• Measurement of momentum scale using muons from W bosons409

Each method is described in detail in Appendix C.410

The results of all the analyses allow to exclude shifts of the muon momentum scale above 1%411

at pT ∼ 40 GeV. The muon momentum resolution is also measured and the result is found to be412

in agreement with the MC resolution apart from the region 1.5 < |η| < 2 where the difference413

can be as big as 10%.414

For the derivation of the systematics we choose to be conservative and apply a pT dependent415

scale shift to muons from Z → µµ and W → µν of the order of 1% for 40 GeV muons. For the416

resolution case, a smearing is applied of amplitude equal to the discrepancy between the reso-417

lution in data and in MC. The resulting systematic errors on Z and W from muon momentum418

scale and resolution are of 0.5% and 0.8% respectively. A description of the procedure used to419

compute these errors and the detailed results are in section 15.2.420

8 Muon isolation efficiency calibration from data421

In order to measure the isolation cut efficiency for prompt muons from data, two distinct meth-422

ods can be exploited: Tag and Probe (T&P) [33] and lepton kinematic templates (LKT), which is423

an extension of the random-cone [34], both relying on using Z → µµ data sample. T&P has not424

been adopted for the present analysis due to the small amount of collected Z → µµ statistics.425

The control sample Z → µµ is selected as follows... (to be completed).426

The essence of the LKT method consistes of “throwing” pre-defined directions in the event and427

studying energy deposits and tracks around these directions as if they were associated with428

the cones. In random cones method the directions are random, while in the LKT method the429

directions are defined by the direction (η,φ) of muons from a MC sample of a given signal,430

W → µν and Z → µµ in this case. Templates also include pT information, so, they are suitable431

to calibrate relative isolation variables too.432

Figure 9 shows:433

• isolation cut efficiency for prompt muons from W and Z from MC (ε1)434

• LKT isolation cut efficiency of W and Z muons using pre-selected Z → µµ MC435

events (ε2)436

• LKT isolation cut efficiency of W and Z muons using pre-selected Z → µµ and437

W → µν data events (ε3)438
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In the W case we used as in the rest of the analysis the combined relative isolation, Iso =439

(Isotrk + Isoecal + Isohcal)/pTmuon, while for the Z case we use Iso = Isotrk, the absolute, tracker-440

only isolation. In both cases we report the isolation efficiency per muon.441

Figure 10 shows the final result of this study: a correction factor to be applied to isolation cut442

efficiency value as calculated for prompt MC-truth-matched-muons from W and Z to match443

real data prediction using LKT. Here we simply rely on the hypothesis that the bias introduced444

by the method in the same in data and MC:445

εtrue,data/εLKT,data = εtrue,MC/εLKT,MC , (14)

and therefore:446

εtrue,data = εtrue,MC × (εLKT,data/εLKT,MC) , (15)

or in our notations:447

εtrue,data = ε1 × (ε3/ε2) . (16)

Figure 9: Isolation cut efficiency for prompt muons (per muon). Left: W → µν case - black
curve - isolation cut efficiency for prompt MC-truth matched muons from W (ε1), red - LKT isolation
cut efficiency of W using pre-selected Z → µµ MC events (ε2), symbols - LKT isolation cut efficiency of
W and Z muons using pre-selected Z → µµ and W → µν data events (ε3). Right: ditto for Z.

For the particular cuts used in the analysis, we estimate the correction factors to be:448

• for W: correction = ε3/ε2 = 1.00 (ε1 = 0.981, ε2 = 0.977, ε3 = 0.98)449

• for Z: correction = ε3/ε2 = 1.00 (ε1 = 0.975, ε2 = 0.973, ε3 = 0.976)450

We also checked efficiencies and correction factors for different pT, η, φ bins and didn’t observe451

any changes of the results beyond the statistical fluctuations (difference is typically in the third452

significant digit)3.453

3 (In progress):
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Figure 10: Isolation cut efficiency correction for prompt muons (per muon). Left: W → µν case,
correction = ε3/ε2. Right: ditto for Z.

9 Electron selection454

Isolated high transverse momentum electrons are reconstructed in CMS by first building “su-455

perclusters” – a group of one or more associated clusters in the electromagnetic calorimeter456

(ECAL) – by an algorithm which takes account of their characteristic narrow width in the η457

coordinate and their characteristic spread in φ due to the bending in the magnetic field of elec-458

trons radiating in the tracker material . The superclusters are then matched to track seeds (pairs459

or triplets of hits) in the inner layers of the tracker, and from this track seed a track is built by an460

algorithm which accounts for the energy loss due to radiation. A second algorithm starts from461

tracks, and is most effective for low transverse momentum electrons, and electrons inside jets,462

and also slightly adds to the efficiency for high transverse momentum electrons, particularly463

in the region of the barrel/endcap transition. More details of electron reconstruction are given464

in Refs. [35, 36].465

The electron reconstruction has been commissioned using both minimum bias events and466

events selected online by the ECAL L1 triggers. The perfomance of the algorithms used for467

the electron seeding, electron preselection, and the electron charge and momentum determina-468

tion have been assessed by comparing data with MC expectation and the results are described469

in Refs. [37, 38].470

For the current analysis only electrons reconstructed by the first (“ECAL driven”) method are471

used. A fiducial region in the ECAL is defined which excludes electrons close to the bar-472

rel/endcap transition, and electrons in the first endcap trigger tower which lies in the shadow473

of cables and services exiting between the barrel and endcap. The fiducial region cut is applied474

by placing a cut on the position of the ECAL supercluster (|η| < 2.5 with 1.4442 < |η| < 1.566475

excluded).476

• There is some noticeable difference for very small cuts in isolation efficiency curves. It’s well before cut
values we are interested in, but we still are invistigating the reasons for the difference.

• Results are produced with PYTHIA MC samples, they will be updated shortly for most recent ones.
Change, if any, is not expected to be significant.

• There are more sophisticated approaches to correct for possible biases and we are considering them.
In any case, it is obvious that whatever corrections will be made it would be a second order effect for
efficiency at the level 97-98%.
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Electron preselection imposes a cut of ET > 4 GeV on the supercluster and H/E < 0.15 where477

H is the energy deposited in the HCAL in a radius of ∆R < 0.15 centred on the supercluster478

position, and E is the supercluster energy. Additionally, although the supercluster to track seed479

matching described above is very loose it does impose some weak implicit restriction on the480

track match to the supercluster in both position and energy, and on the track transverse impact481

parameter and the radius of the first tracker hit.482

A transverse energy cut on the supercluster is applied: ET > 20GeV for the Z selection and483

the W selection. The supercluster is matched to the trigger object. In the W selection events484

are rejected if there is a second electron passing the Z electron selection. (Monte Carlo suggests485

that this cut rejects only 0.024% of selected W events).486

For early analyses an electron selection using simple cuts, rather than a multi-variate approach,487

provides a useful tool to understand the data and make comparison with Monte Carlo. In the488

approach used in this analysis different cuts are used for electrons found in the ECAL barrel489

(EB) and the ECAL endcap (EE). Other than that no categorization is used – in contrast to the490

category based selection. Fuller details of electron selection methods can be found in Ref. [39].491

Simple cuts without use of categories gives simplicity and transparency for early analyses, with492

little loss of performance when compared to the use of categories. Cut inversion is simple, a493

full understanding and efficiency measurement can be obtained using a smaller data sample,494

and it is simple to cleanly separate the e-ID, isolation and conversion rejection pieces.495

Electron selection variables may be categorized in 3 groups which will be considered in turn:496

• e-ID variables (shower shape, track cluster matching etc)497

• isolation variables498

• conversion rejection variables499

9.1 Electron identification variables500

The electron identification variables that have been found to be the most powerful, and are501

used in the selection, are: the variables measuring spatial matching between track and ECAL502

supercluster, ∆ηinand ∆φin, the shower RMS width variable σiηiη , and the hadronic leakage503

variable H/E.504

For the spatial matching the inner momentum of the GSF track (i.e. the momentum at the505

primary vertex) is helix-extrapolated to the ECAL and compared to the supercluster position506

(whose position reconstruction ideally gives the shower position which would result from an507

electron which did not radiate in the tracker material).508

The shower width in η is to very good approximation unaffected by the spreading by the mag-509

netic field of showering in the tracker material. It is calculated counting distance in crystal510

widths, and is thus not affected by the intermodule gaps in the barrel or by the varying size (in511

η, φ coordinates) of the crystals in the endcap. After the calculation, which uses a log rather512

than linear weighting of the energy, the value is multiplied by the barrel crystal size, or by a513

nominal average endcap crystal size, as appropriate.514

The hadronic leakage variable is calculated using the HCAL energy found within ∆R < 0.15 of515

the ECAL seed cluster, divided by the seed cluster energy.516

9.2 Electron isolation variables517

The isolation variables used are tranverse energy/momentum sums computed in regions of518

∆R < 0.3. Sums of track pT in the tracker, and of individual channel transverse energies in519
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the ECAL and HCAL (details of the cuts placed on the objects before summing can be found520

in Ref. [??]). For the ECAL and HCAL the region is centred on the supercluster position, and521

for the tracker the region is centred on the track direction at the vertex. For all 3 sums there is522

an inner exclusion region which removes the electron “footprint”, resulting from showering in523

the tracker and ECAL, and in the case of the HCAL excludes the region summed for the H/E524

variable. The sums are divided by the electron ET and a cut applied on these ratios.525

9.3 Conversion rejection variables526

Three discriminants have been investigated for rejection of electrons resulting from conversion527

of photons in the tracker: the absence of track hits in tracker layers between the vertex and528

the first measured hit of the track, the presence of a conversion partner, and the observation529

of a significant transverse impact parameter. The electron selection used in this analysis uses530

a cut on number of allowed missing tracker hits before the first hit in the reconstructed track.531

For tight selections electron candidates are rejected if they have an accompanying track sat-532

isfying both Dist < 0.02 and Dcotθ < 0.02 where Dist is the distance of closest approach of533

the accompanying track in mm. and Dcotθ measure the difference in dip angle between the534

accompanying track and the electron track [40].535

9.4 Cut tuning536

The cut values chosen have been obtained using a methodology described in [41] which shares537

the rejection power between the selection variables so as to achieve the maximum background538

rejection for any given selection efficiency. The methodology produces sets of cut values for539

any chosen tightness of selection.540

The methodology was used on Monte Carlo data samples (Spring 10 samples, reconstructed541

using CMSSW 357). A series of reference selections of graded severity was produced with542

efficiency for electrons having nominal values of 95%, 90%, 85%, 80%, 70%, and 60%. When E/T543

or reconstructed tranverse mass, MT, is plotted, it can be seen that the number of events in the544

background region (i.e. low E/T or MT) decreases dramatically as the tightness of the selection545

is increased, while the number of events in the signal region (high E/T or MT) decreases by only546

a small amount. See Figs. 11, 12, 13, where the MT measurement is obtained using the particle547

flow algorithm. This provides a first level of validation of the selection, and also of the E/T548

measurement.549

The slightly smaller decrease of the background in Monte Carlo, as compared to data, which550

can be seen in the figures, is expected. The main background comes from di-jet events where551

one of the jets provides a fake (charged hadron/π0 overlap, or early showering charged hadron),552

or real (heavy flavour decay, or photon conversion) electron signal. The generator preselection553

that has been applied to enable simulation of a large sample of this background includes cuts554

(in particular loose isolation requirements) which reduce the number of background events555

seen before selection.556

Two selections have been chosen as “baseline selections” for the Z and W analysis. The chosen557

selections have nominal efficiencies of 95% and 80% for signal electrons, and are refered to as558

WP95 and WP80. The 2 selections are detailed in Table 13. WP95 is a loose selection with a559

rejection factor of about 20 against jet background. WP80 is a selection tight enough to reveal560

the W signal in an E/T or MT plot. Until more data is available to understand the detailed561

behavior of the selection variables for signal electrons it seems inadvisable to cut harder.562

After accumulating 55nb−1, it was observed that the WP80 cut in ∆η was too tight in the EE563

even after applying endcap misalignment corrections (see Figs. 18 and 26 below). This is be-564
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Figure 11: MT distribution seen in data (points) compared with Monte Carlo (histograms) after
WP95 and WP90 selections

Figure 12: MT distribution seen in data (points) compared with Monte Carlo (histograms) after
WP85 and WP80 selections
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Figure 13: MT distribution seen in data (points) compared with Monte Carlo (histograms) after
WP70 and WP60 selections

lieved to be due to residual EE-tracker misalignment, introducing inefficiencies in data relative565

to the simulated efficiencies. The ∆η cut was removed from the endcap selection cuts in re-566

sponse to this observation.567

Table 13: Selection cuts for electrons derived from Monte Carlo. After investigation of data the
∆ηincut* was removed from the endcap selection (see text).

WP95 WP80
Barrel Endcap Barrel Endcap

Track iso 0.15 0.08 0.09 0.04
ECAL iso 2.0 0.06 0.07 0.05
HCAL iso 0.12 0.05 0.10 0.025
Missing hits ≤ 1 1 0 0
Dcot n/a n/a 0.02 0.02
Dist n/a n/a 0.02 0.02
σiηiη 0.01 0.03 0.01 0.03
∆φin n/a n/a 0.06 0.03
∆ηin 0.007 [0.01]* 0.004 [0.007]*
H/E 0.15 0.07 0.04 0.025

9.5 Selection validation with data568

The MC description of the variables used in the selection has been checked against data and569

found to be extremely good. This comparison has been made in a number of different ways.570

It is most simply done by looking at the distributions of variables after all other selection cuts571

have been applied – i.e. the “N-1” plots. Examples of such distributions for the track-cluster572

matching variables are shown in Figs. 14, 15, 16, for endcap and barrel separately, for the 80%573

selection.574

An E/T cut can be used to reveal either the signal or the background distribution. Figures 17, 18,575

19, show the same distributions as the previous figure after requiring E/T > 30GeV, where E/T576
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Figure 14: (N-1) distributions of ∆φinin barrel (left) and endcap (right)

Figure 15: (N-1) distributions of ∆ηinin barrel (left) and endcap (right)

is calculated using the particle flow algorithm. It can be seen that the distribution for ∆ηinin the577

endcap is not well reproduced by the Monte Carlo. This might be due to residual misalignment578

of the endcaps with respect to the ECAL, even after the correction for the known misalignment579

has been applied [42]. Generally, as far as can be seen with the available number of events, the580

variable distributions in the barrel agree very well with Monte Carlo, whereas the situation in581

the endcaps is less clear.582

Figures 20-24, show the distributions of the other selection variables after requiring E/T >583

30GeV, again the E/T has been calculated using the particle flow algorithm.584

Another way to display the selection variable distributions for the signal is to use a background585

subtraction technique (sPlots [43]). After applying a veto on accompanying jets and a selection586

on E/T/pe
T > 0.3 in the event to reduce the dominant jet background an unbinned maximum587

likelihood fit is made to the MT distribution with signal and background functions to produce588

a function which gives an event by event signal probability. Applying this function results589
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Figure 16: (N-1) distributions of σiηiη in barrel (left) and endcap (right)

Figure 17: (N-1) distributions of ∆φinin barrel (left) and endcap (right) after applying the cut
E/T > 30GeV
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Figure 18: (N-1) distributions of ∆ηinin barrel (left) and endcap (right) after applying the cut
E/T > 30GeV

Figure 19: (N-1) distributions of σiηiη in barrel (left) and endcap (right) after applying the cut
E/T > 30GeV
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Figure 20: (N-1) distributions of H/E in barrel (left) and endcap (right) after applying the cut
E/T > 30GeV

Figure 21: (N-1) distributions of the number of missing hits before the track start, in barrel (left)
and endcap (right) after applying the cut E/T > 30GeV
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Figure 22: (N-1) distributions of the track isolation variable in barrel (left) and endcap (right)
after applying the cut E/T > 30GeV

Figure 23: (N-1) distributions of the ECAL isolation variable in barrel (left) and endcap (right)
after applying the cut E/T > 30GeV
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Figure 24: (N-1) distributions of the HCAL isolation variable in barrel (left) and endcap (right)
after applying the cut E/T > 30GeV
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Figure 25: Signal distribution for ∆φinin barrel (left) and endcap (right) extracted using splot
technique

in a selection variable distribution corresponding to the signal. Figures 25, 26, 27, show the590

resulting distributions compared to signal Monte Carlo.591

9.6 Electron reconstruction and identification efficiency592

9.6.1 Reconstruction efficiency593

The baseline technique for measuring electron reconstruction and identification efficiency at594

CMS is “tag and probe” using Z bosons decaying to electrons, in which one of the electrons,595

the “tag”, is required to pass stringent electron identification criteria whilst the other electron,596

the “probe”, is used to measure efficiencies. The invariant mass of the tag and probe pair are597

required to be within a window around the mass of the Z boson, ensuring a very high purity598

electron sample.599

Since an insufficient number of Z bosons have been produced in the data collected during600

Spring 2010 to use the above technique, different techniques have been developed for measur-601

ing electron reconstruction and identification efficiency using W bosons decaying to electrons.602

Since the control sample defined in this way is completely correlated with the one under study603
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Figure 26: Signal distribution for ∆ηinin barrel (left) and endcap (right) extracted using splot
technique
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Figure 27: Signal distribution for σiηiη in barrel (left) and endcap (right) extracted using splot
technique
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for W → eν measurement, the measurments of efficiency with data will not be used for the604

cross section estimation, but only as a cross check that the value estimated from Monte Carlo is605

consistent data.606

For the reconstruction efficiency, the signature for the W → eν control sample is a reconstructed607

supercluster in the ECAL plus E/T. This assumes the knowledge of the reconstruction efficiency,608

estimated from Monte Carlo, which is close to 100% for electrons with pT > 25 GeV/c.609

The supercluster is selected having ET > 20 GeV in the ECAL region interesting for the electron610

reconstruction (|η| < 2.5) and the cleaning of ECAL anomalous signals is applied. In order to611

reduce the di-jet background, a requirement of H/E, σiηiη of the seed cluster of the SC are ap-612

plied, together with the tracker, ECAL and HCAL isolations defined for the 80% working point613

of the electron ID described before. We check on MC that these requirements induce biases on614

the reconstruction efficiency of less than 1%. To achieve further rejection, W → eν candidates615

without associated jets are selected vetoing events where a jet with ET > 25 GeV (energy cor-616

rected for the calorimetric response) is found in |η| <3.0 We also require that E/T/ESC
T >0.3.617

This cut has a negligible effect on signal MT distribution and rejects about 20% of the QCD,618

slightly biasing the MT distribution towards higher values, allowing the full determination of619

the QCD MT shape in the fit region on data.620

An unbinned maximum likelihood (ML) fit is applied to the MT fixing the W PDF to Monte621

Carlo and floating all background PDF parameters on data. The fit returns simultaneously the622

signal, background yields together with their reconstruction efficiency.623

We check for possible fit biases in the estimate of the yields and reconstruction efficiency by
running many toy experiments for an integrated luminosity of 100 nb−1 with the nominal fit
strategy (background shape floating, signal one fixed). We estimate the bias on the parameter
θ (θ = Nsig, εsig, Nbkg, εbkg) evaluating the pull on it:

pullθ =
θ f it − θtrue

σθ
(17)

In case of unbiased estimation of θ and correct estimation of uncertainty σtheta we expect for624

the pull a Gaussian distribution with mean equal to zero and standard deviation one. The625

results are shown in Fig. 28, showing unbiased estimation both for signal and for background626

identification efficiency. The projected uncertaity on the reconstruction efficiency, rescaling the627

signal and background yields observed in 71 nb−1 to 100 nb−1 is 2.7%.628

We show in Fig.29 the distribution of the W candidates reconstructed with a EE+, EE- and629

EB electron with the fit superimposed, in a data sample equivalent to 55 nb−1, showing the630

background contribution (dominated by QCD di-jets and γ+jets).631

In Table 14 we report the signal yields and the efficiencies obtained on data in ECAL barrel632

(EB), and ECAL endcaps (EE- and EE+) and expected values from MC.

NW→eν εW→eν data εW→eν MC
EB 524 ± 27 0.969 +0.022

0.022 (stat) ±0.01 (syst) 0.978 ± 0.002
EE 226 ± 10 0.928 +0.020

−0.020 (stat) ±0.03 (syst) 0.953 ± 0.003

Table 14: Fitted W→eν yield, electron identification efficiency in ECAL barrela and endcap as
fitted on data (Lint = 78 nb−1). The estimation of systematic uncertainty is described below in
the text.

633
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Figure 28: Distributions of the pull on the yield, the pull on the efficiency, the uncertainty on
the efficiency for signal (a, b, c respectively) and for QCD background (d, e, f respectively)
estimated from 1000 toy Monte Carlo experiments for an equivalent luminosity of 100 nb−1.

We cross-check (on a subsample of dataset used for ML fit) the values obtained from the fit634

counting the fraction of electrons matching a SC which passes the above selection with MT >635

70 GeV. We get 69 (31) SCs passing the above criteria in EB (EE), and of these we get 60 (21)636

with an associated reconstructed electron. This corresponds to 87% (68%) efficiency, which is637

slightly lower, but consistent with what we get from the fit metod (background is assumed638

negligible in this region for this simple test: this is not quite a good approximation mostly for639

EE, where the background pollution can be up to 10%. So we expect a bias towards lower640

efficiency from this method respect the fit).641

As a cross check of the validity of the background MT shape (whose functional form has been642

decided on simulation, but whose parameters are completely float in the fit to data), we define643

a background control sample inverting the σiηiη cut. This reduces the signal contamination to644

negligible level. We show in Fig. 30 the fit to this sample in ECAL barrel and endcaps. We645

performed this test on 78 nb−1.646

The consistency of the shape is validated performing the fit to the nominal sample fixing the647

pdf for the QCD background to the one obtained from the anti-electron sample. This is shown648

in Fig. 31. The change both in the yields and in the efficiencies are negligible with respect the649

nominal fit. We also show in Fig. 32 the projections of the fit on barrel and endcap candidates650

for the events passing the supercluster-electron matching (reconstructed electrons) and the ones651

failing that.652
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Figure 29: Fit to the MT distribution obtained with a SC and MET. Blue solid line represents
the total likelihood, red dashed curve represents background contribution. Left: EB electrons,
Right: EE electrons. Fit is performed on 203 nb−1 of integrated luminosity.
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Figure 30: Fit to the MT distribution for barrel candidates (left) and endcap candidates (right)
obtained with a SC and MET on the anti-electron sample obtained inverting the σiηiη cut. The
fitted pdf is superimposed, assuming 0 signal events.

We estimate a systematic uncertainty on the efficiency associated to the fixed shape of the sig-653

nal varying the scale of the MT distribution of 1% for the barrel and 3% in the endcaps, gen-654

erously with respect what expected for the ECAL absolute scale We also vary the other signal655

MT PDF between two bounding shapes as described for the W signal extraction systematics in656

Section 12.3. We fit the data sample, varying the parameters uniformly covering these bound-657

ing shapes. The distribution of the difference between the nominal fit and these fits is shown in658

Fig. 33 for the signal yield and for the reconstruction efficiency. We then estimate the systematic659

uncertainty as 1% for the barrel and 3% for the endcap.660

As a complementary method, the reconstrution efficiency is estimated with a slightly differ-661
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Figure 31: Fit to the MT distribution for barrel candidates (left) and endcap candidates (right)
obtained with a SC and MET on the nominal sample with the QCD pdf fixed to the one obtained
inverting the σiηiη cut.

ent selection and subtracting the QCD background from a large statistics di-jets Monte Carlo662

simulation. The selection is the following:663

• no jet with pT > 10 GeV/c664

• MET (track-corrected) > 30 GeV665

• Exactly one probe SC with ET >15 GeV and |η| < 2.5666

• |δφ(MET, SC)| > π/2667

• 60 < mT(SC, MET) < 100GeV668

The distribution of the transverse mass after this selection is shown with and without the trans-669

verse mass cut for the W signal and for the major backgrounds in Fig. ??. In order to extract the670

signal yield, the background yields from Monte Carlo expectations are subracted. The major671

contribution comes from the QCD di-jets. In order to estimate this background, large samples672

of di-jets (without e.m. enriching filters) are used, with p̂T > 15 GeV and p̂T > 30, properly673

combined . After subtracting the background, the estimated signal yield on 13.3 nb−1 is 23.18674

(uncertainty to be evaluated!). We then require the matching of the candidate supercluster with675

a reconstructed electron and we repeat the background subtraction procedure. In this case we676

estimate 20.7 signal candidates. The evaluated electron reconstruction efficiency starting from677

a reconstructed supercluster is about 89%. This results, using a different selection and different678

signal extraction method, is consistent with the estimation described previously.679

9.6.2 Identification efficiency680

The efficiency of electron identification can be estimated with the same fit strategy using the681

same selection described above, but using a reconstructed electron + E/T.682

• probe electron with ET >20 GeV and |η| < 2.5683

• ECAL isolation applied on electron SC (∑∆R=0.4
h=ECALhits Ehit

T < 4 GeV)684

• H/E < 0.15 (applied in the electron pre-selection)685

• no jets with pT > 25 GeV/c686
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Figure 32: Projections of the fit to the MT distribution obtained with a SC and MET on the
nominal sample for barrel (left) and endcap (right) for the electron-reconstructed candidates
(top) and the ones not reconstructed (bottom).

• MT > 20 GeV (fit region definition)687

• MET/ESC
T > 0.3688

Each event is flagged having an electron which would pass a given electron identification work-689

ing point (we test WP70, WP80, WP90, WP95), defined before in this note. We perform the ML690

fit extracting simultanously the signal, backround yields together with their identification effi-691

ciency.692

We validate the fit with toy Monte Carlo studies for a luminosity of 100 nb−1. We get negligible693

biases on both the yields and the efficiencies. From toys we also estimate the statistical error on694

the signal identification efficiency to be 4.4%.695

We show in Fig.36 the distribution of the W candidates in the barrel and endcaps obtained696

with this selection with the fit superimposed, showing the background contribution. We also697

run toy Monte Carlo studies for an equivalent luminosity of 78 nb−1 and we also get unbiased698

results of the efficiency and an uncertainty consistent to what we get from the fit to data.699
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Figure 33: Distribution of the difference between the nominal fit and these fits for the signal
yield (left) and for the reconstruction efficiency (right).

(a) (b)

Figure 34: Distribution of track-corrected missing energy

We estimate the efficiency of the whole electron selection, namely: identification plus isolation700

plus conversion rejection. We also report the efficiency on the Monte Carlo simulation of701

sample obtained with the same selection we applied to measure efficiency on data in Table 15.702

For the measurement of W charge asymmetry is necessary to know the efficiencies of electrons703

and positrons separately, in particular at large η (in the endcaps). We provide them, even with704

large uncertainties, on Table 16, for the two used working points: WP80 and WP95.705

Also in this case we do a cross check with a cut and count analysis requesting MT > 60 GeV706

in addition to the previous cuts definig the fit sample. In this case we select 63 (33) candidates707

with electron in the EB (EE). Requesting the dientification we get:708

• Working Point 70%: 48 (17) for an efficiency of 76% (52%) for EB (EE)709

• Working Point 80%: 50 (20) for an efficiency of 79% (61%) for EB (EE)710

• Working Point 80% “EE-relaxed”: 50 (29) for an efficiency of 79% (88%) for EB (EE)711
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Figure 35: Distributions of the pull on the yield, the pull on the efficiency, the uncertainty on
the efficiency for signal (a, b, c respectively) and for QCD background (d, e, f respectively)
estimated from 1000 toy Monte Carlo experiments for an equivalent luminosity of 100 nb−1.

• Working Point 95%: 53 (31) for an efficiency of 84% (94%) for EB (EE)712

As we already described for the reconstruction efficiency, the shape of the QCD (floating in the713

nominal fit) is validated on a control sample obtained inverting the σiηiη cut of the WP80. The714

shape is shown in Fig. 37 To show the consistency of this shape with the one obtained with the715

nominal selection we repeat the fits fixing the shape to the anti-electron samples. This is shown716

in Fig. 38. Both the signal yield and the identification efficiency do not change. We also esti-717

mate more quantitatively the dependency of the results on the background shape performing718

several fits to the data sample varying the background shape (and keeping it fixed) within the719

uncertainties. We get variations on the signal efficiencies with a RMS of 5% for EB and 6% for720

EE. These uncertainties, which would be systematics in the case the nominal fit were done in721

such a way, added in quadrature with the statistical error gives a larger error of the statistical722

error of the nominal fit with QCD floating. For this reason we keep this fit only as a sanity723

check of the results.724

Also in this case we estimate the systematic uncertainties associated to the fixed MT shape and725

absolute scale in the same way desribed for the reconstruction efficiency in Section 9.6.1. We726

get negligible uncertainties: < 0.1% for the barrel and 0.1% for the endcaps.727

We show in Fig. 39 the projections of the fits over the sample passing or not-passing the electron728

identification (not considering isolation and conversion rejection).729
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Figure 36: Distribution of MT for W → eν candidates selected with W candle selection with the
likelihood function superimposed for barrel (a) and endcap (b) electrons. Continuous curve
represents the total likelihood, while the dashed line represents the background contribution.
Fit is performed on 203 nb−1.
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Figure 37: Distribution of MT for W → eν candidates selected with anti-electron selection with
the likelihood function superimposed for barrel (left) and endcap (right) electrons. No signal
is assumed in this fit.
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Figure 38: Distribution of MT for W → eν candidates selected with anti-electron selection with
the likelihood function superimposed for barrel (left) and endcap (right) electrons. No signal
is assumed in this fit.
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NW→eν εW→eν (data) εW→eν (MC) NQCD εQCD
Working Point 70%

EB 622 ± 42 0.689 +0.043
−0.041 (stat) ± 0.01 (syst) 0.762 11245 ± 111 0.000 ± 0.001

EE 362 ± 35 0.546 +0.054
−0.049 (stat) ± 0.03 (syst) 0.567 11409 ± 110 0.002 ± 0.001

Working Point 80%
EB 626 ± 42 0.734 +0.043

−0.042 (stat) ± 0.01 (syst) 0.830 11240 ± 111 0.005 ± 0.001
EE 360 ± 33 0.653 +0.057

−0.053 (stat) ± 0.03 (syst) 0.695 11411 ± 110 0.007 ± 0.001
Working Point 90%

EB 595 ± 39 0.882 +0.045
−0.043 (stat) ± 0.01 (syst) 0.931 11271 ± 110 0.023 ± 0.002

EE 363 ± 33 0.768 +0.058
−0.054 (stat) ± 0.03 (syst) 0.837 11408 ± 110 0.039 ± 0.002

Working Point 95%
EB 591 ± 39 0.889 +0.044

−0.043 (stat) ± 0.01 (syst) 0.943 11275 ± 110 0.039 ± 0.002
EE 364 ± 32 0.821 +0.058

−0.054 (stat) ± 0.03 (syst) 0.863 11407 ± 110 0.053 ± 0.002

Table 15: Fitted W→eν yield, electron identification, plus isolation plus conversion rejection ef-
ficiency in ECAL barrel and endcap as fitted on data (203nb−1) for signal and QCD background.
The MC expectations for a sample is also reported.

The fit to the missing transverse energy distribution in events passing the W→eν selection is730

performed to assign the event by event sWeight. The signal weighted distributions in this way731

are shown in Figures 25, 26 and 27 for some variables used in the simple cut based electron732

identification.733

The estimation of the combined electron identification and isolation can be done with separate734

fits to numerator and denominator samples, where the denominator is defined with recon-735

structed electrons with pT > 20 GeV. In each of the fits, the templates for the W→eν signal736

and EWK backgrounds are constructed from Monte Carlo, and the template for the QCD back-737

ground is extracted from data by inverting cuts on ∆η and ∆φ in order to remove the signal. The738

electron ID efficiency is obtained as the ratio of the signal yields from the two fits. The shapes739

of the signal and background templates obtained from Monte Carlo and data respectively are740

the primary sources of systematic uncertainty for this method. The method has been validated741

with 5000 toy Monte Carlo experiments for an equivalent luminosity of 100 nb−1. The spread742

in the extracted efficiency is shown in Figure 40. The RMS of the distribution is 7.2%, which743

provides a measure of the expected statistical uncertainty from the technique. Applying this744

technique to available 13.3 nb−1 of data we get a value of 0.88± 0.33.745

9.7 Electron isolation efficiency: random cone studies746

The efficiency of the electron isolation requirements has been studied on its own using the747

random cone technique. The details of this study are described in CMS AN-10-206; the results748

are summarized below.749

In W MC, the electron isolation efficiency is compared with that of random cones drawn from750

the same events, and their ratio is computed for (successively applied) tracker, ECAL, and751

HCAL isolation cuts. In our collision data, the W selection is applied, with a transverse mass752

requirement MT > 60 GeV applied to arrive at a 95% pure W sample. The efficiency of random753

cone isolation is then estimated from data, and corrected by this ratio. The systematic assigned754

to this procedure is the full difference of this ratio from unity, i.e. any MC inefficiency from755

leakage of energy from an electron into its isolation cone is counted as a systematic uncertainty.756

In all cases this error is dominated by ECAL leakage.757
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NW→eν εW→eν (data) NQCD εQCD
Working Point 80%

EB e+ 368 ± 32 0.7112 +0.0541
0.0000 5622 ± 79 0.0036 ± 0.0015

EB e− 260 ± 26 0.7573 +0.0671
−0.0629 5614 ± 77 0.0060 ± 0.0016

EE e+ 204 ± 25 0.6798 +0.0794
−0.0710 5919 ± 79 0.0060 ± 0.0014

EE e− 155 ± 21 0.6220 +0.0857
−0.0753 5492 ± 76 0.0089 ± 0.0015

EE+ e+ 97 ± 16 0.7755 +0.1131
−0.0986 2836 ± 54 0.0071 ± 0.0022

EE+ e− 73 ± 14 0.6155 +0.1254
−0.1046 2585 ± 52 0.0089 ± 0.0023

EE- e+ 110 ± 19 0.5727 +0.1062
−0.0859 3078 ± 57 0.0049 ± 0.0017

EE- e− 82 ± 16 0.6186 +0.1228
−0.1005 2905 ± 55 0.0087 ± 0.0021

Working Point 95%
EB e+ 363 ± 30 0.8500 +0.0547

0.0000 5627 ± 78 0.0358 ± 0.0030
EB e− 234 ± 26 0.9287 +0.0000

−0.0719 5641 ± 78 0.0427 ± 0.0031
EE e+ 202 ± 24 0.8562 +0.0823

−0.0754 5921 ± 79 0.0519 ± 0.0032
EEe- 160 ± 21 0.7848 +0.0846

−0.0765 5487 ± 76 0.0535 ± 0.0033
EE+ e+ 96 ± 15 0.9475 +0.0000

−0.0969 2836 ± 54 0.0513 ± 0.0046
EE+ e− 75 ± 14 0.8187 +0.1247

−0.1082 2584 ± 52 0.0596 ± 0.0050
EE- e+ 109 ± 19 0.7446 +0.1164

−0.0964 3079 ± 57 0.0522 ± 0.0044
EE- e− 86 ± 16 0.7435 +0.1223

−0.1043 2901 ± 55 0.0480 ± 0.0043

Table 16: Fitted W→e+ν and W→e−ν yield, electron identification, plus isolation plus conver-
sion rejection efficiency in ECAL barrel and endcap as fitted on data (203nb−1) for signal and
QCD background. The MC expectations for a sample is also reported.

For our electron selection, this translates into a total isolation efficiency of 96.5 ± 1.2% in EB758

and 95.3± 2.2% for EE. The corresponding data/MC ratios are 100.3± 1.2% and 101.1± 2.2%,759

respectively.760

10 Trigger Requirements for W → eν and Z → ee761

10.1 Level-1 electron trigger762

The CMS Level-1 ECAL trigger decision is based on trigger candidates such as electrons/photons763

which use local energy deposits called trigger primitives as inputs. The trigger primitives each764

refer to a single trigger tower. They are computed by the front-end electronics as the summed765

transverse energy deposited in the tower, completed and then synchronized by the Trigger766

Concentrator Cards (TCC) before being sent to the Regional Calorimeter Trigger (RCT). The767

RCT implements the algorithm which combines pairs of trigger primitives into Level-1 trigger768

candidates. The algorithm is based on a 3 × 3 sliding window around the trigger primitive769

with maximum energy. At this point, the HCAL trigger primitives are combined. Isolated and770

non-isolated candidates are produced depending on the amount of energy deposited in the771

towers around the central one. The Global Calorimeter Trigger (GCT) is then responsible for772

sorting the candidates from all regions of interest according to their transverse energy. Only773

the four most energetic are sent to the global trigger (GT) which generates the final decision.774

During the CMS 7 TeV collision data taking period, the Level-1 ECAL trigger was fully de-775

ployed and operational. ECAL trigger primitive were produced and sent to the RCT. Noisy or776

absent ECAL channels were masked to the level of 2.5% in the barrel and 5% in the endcaps.777

Only the simplest trigger object algorithms were enabled at the GT level and the lowest energy778
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Figure 39: Projections of the fit to the MT distribution obtained with a reconstructed electron
and MET on the nominal sample for barrel (left) and endcap (right) for the identified candidates
(top) and the ones not identified (bottom).

threshold allowed by the noise rate for calorimeter objects. The e/γ trigger requires a calori-779

meter deposit above a configurable cut: L1 SingleEG5 for a candidate with ET > 5 GeV. The780

single e/γ trigger ran unprescaled for luminosities below 8×1028 and remained stable at 1 Hz781

in absence of collisions.782

The performance of the barrel e/γ trigger was evaluated in terms of efficiency by selecting783

events collected with Ecal “activity” trigger described further. This dataset was unbiased with784

respect to the trigger understudy. Events containing at least one offline reconstructed electron785

have been retained for the analysis. It is required that electrons are identified and isolated786

choosing the WP80 requirements described in table 13. The electron superclusters were used787

as tags to probe for the production of L1 trigger candidates. Due to the requirement of an788

energy deposit on ECAL this measurement evaluated the trigger efficiency only in the active789

part of the detector and was relative to the detector efficiency to detect electromagnetic energy.790

The L1 e/γ trigger is considered efficient if a L1 candidate with ET above the threshold under-791

study, can be associated with the electron supercluster. The association procedure consists of792
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Figure 40: Distribution of the electron identification and isolation effciency from 5000 toy
Monte Carlo experiments correspondent to a luminosity of 100 nb−1. The solid line represents
the generated value.

looking for a L1 candidate in the region of interest (RCT region) corresponding to the super-793

cluster. This region is identified as the one in which the supercluster’s highest energy crystal794

is located. Fig. 41 shows the trigger efficiencies for the L1Single EG5 algorithms for the barrel795

and the endcaps.796

An unbinned likelyhood fit has been performed on the data point. From this results it can be797

derived a Level-1 electron trigger efficiency of 1.0+0.00
−0.01 % in the barrel and 0.99+0.00

−0.01 % in the798

endcaps.799
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10.2 e/γ Selection in the High Level Trigger800

Events containing a satifactory L1 electromagnetic seed were required to pass additional HLT801

criteria. ECAL energy deposits in the region defined by the L1 e/γ candidate are combined802

to form superclusters. The total transverse energy of the supercluster is then used to mark the803

event for offline storage. No additional requirements were placed on the candidate event.804

The HLT selection makes no assumption on the candidate e/γ object beyond requiring a suf-805

ficient ECAL transverse energy deposit. For instantaneous luminosities below 1030 cm−2sec−1
806

the rate of events that contain a supercluster with ET > 15 GeV does not exceed 30 Hz. Con-807

sequently, information from additional detectors (e.g. HCAL and the Tracking detectors) are808

not necessary to maintain an acceptable trigger rate. This allows a simple, robust trigger to809

collect W/Z candidate events while the more complicated algorithms (that employ tracking,810

H/E requirments, etc.) can be studied offline for future use. It is worth noting that the HLT811

photon triggers were modified to remove ECAL “spikes” after run 138046. This protection was812

added to the photon triggers to maintain a manageable trigger rate and had no effect on the813

HLT efficiency results.814

Events with an e/γ HLT object with at least 15 GeV of transverse energy were considered in815

this analysis. For data taking up to Run 138045 data was collected using the HLT Photon10 L1R816

trigger path. The 10 GeV threshold on the trigger object was raised to 15 GeV during offline817

event selection. This trigger was used to select data for luminosities below 4× 1029 cm−2sec−1
818

as it is seeded by a 5 GeV e/γ L1 bit, L1 SingleEG5. This L1 seed reaches the efficiency plateau819

sooner than L1 SingleEG8 (shown in Figure 41). From Run 138046 onwards, data was collected820

using the HLT Photon15 Cleaned L1R trigger path, which requires a 15 GeV e/γ object and821

applies ECAL spike cleaning. The nominal L1 seed for this path (L1 SingleEG8) was lowered822

to L1 SingleEG5 for consistency with early running.823

10.3 Trigger Efficiency and Monte Carlo Corrections824

The trigger efficiency for W/Z events is determined relative to the full event selection described825

in Section 9. The estimation of this efficiency is accomplished using two independent methods.826

In the first case, the L1 efficiency is determined from an unbiased sample of collision events827

and the HLT efficiency is estimated using a dedicated sample of events that pass the relevant828

L1 trigger bit. The trigger efficiency is then determined by multiplying the individual L1 and829

HLT results. In the second case, the full L1+HLT efficiency is evaluated directly on an unbiased830

event sample. These two methods are expected to produce identical results within statistical831

precision.832

An unbiased event sample is obtained during the low luminosity period using the technical833

triggers associated with the beam scintillation counters (BSCs). For higher luminosity running,834

these triggers were highly prescaled and contained very few e/γ candidate events. For this835

reason, dedicated ECAL “activity” triggers were employed to collect events with ECAL en-836

ergy deposits. These activity triggers, seeded by the BSC L1 bits, searched all of ECAL for a837

supercluster of sufficient energy.838

A sample of events passing L1 SingleEG5 was also collected throughout the data-taking period.839

The HLT efficiency was checked on this dedicated sample and combined with the L1 efficiency840

measurement to produce an L1+HLT efficiency correction to Monte Carlo events.841

Sample HLT and L1+HLT efficiency turn-on curves for events satisfying the WP80 require-842

ments listed in Section 9 appear in Figures 42 and 43. The HLT efficiency results (measured843

from a sample of events with L1 SingleEG5 set) were obtained from data collected after run 138046844
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(roughly 64 nb−1) to correspond to the run range used to determine the L1 efficiency. The845

L1+HLT efficiency was computed from data collected between runs 132440 and 140174, al-846

though runs with HCAL problems were not included (the EGMonitor dataset was not re-847

processed with the necessary improvements, which limits the luminosity to roughly 71 nb−1).848

In both cases, the trigger performance is compared between data and W/Z Monte Carlo.849
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Figure 42: HLT Photon15 Cleaned L1R Turn-on curves for electron candidates found in the
ECAL barrel (left), endcap (center), and EB+EE (right) for a sample of events that with
L1 SingleEG5 set from Runs 138046-139459 (black), Summer10 Z → ee (red) and minimum
bias (blue) Monte Carlo. The electron candidates are required to satisfy the WP80 requirements
as defined in Table 13.
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Figure 43: L1+HLT turn-on curves for electron candidates found in the ECAL barrel (left),
endcap (center), and EB+EE (right) using events collected with the ECAL activity triggers from
Runs 138046-140179 (black) and Summer10 W → eν MC (blue). The electron candidates are
required to satisfy the WP80 requirements as defined in Table 13. Events were selected using
HLT Photon15 Cleaned L1R.

We use the results of Figures 42 and 43 to correct the Monte Carlo based on the observed850

electron trigger efficiency in data. These results are summarized as a function of the electron851

supercluster ET in Table 17. As the EGMonitor dataset was not reprocessed in the final days852

before ICHEP, the efficiency results were computed with 60-70 nb−1. Results from the two853

independent methods are consistent within statistical precision.854

11 Isolation and final efficiencies855

11.1 Electron Trigger Efficiency856

The L1 and HLT trigger efficiency for electron candidates satisfying the selection criteria given857

in Section 9 is calculated using two methods:858

• The L1 trigger efficiency is first computed using a sample of unbiased events. The859

total efficiency is then determined following an HLT efficiency study using a sample860

of events that satisfy L1 trigger requirements.861
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Table 17: Data/MC correction factors cε for L1,HLT and L1+HLT electron trigger efficiency
as a function of the transverse energy of the electron supercluster and detector region. The
HLT object is required to satisfy ET > 15 GeV. The uncertainties are dominated by the electron
statistics in data. The individual HLT correction factors were obtained from a 64 nb−1 subset of
the collision data collected between runs 138046 and 139459. The individual L1 and combined
L1+HLT corrections are computed using roughly 71 nb−1 available between runs 138046 and
140174.

cε(L1) cε(HLT|L1) cε(L1) × cε(HLT|L1) cε(L1+HLT)
EB, 20-25 GeV 1.000+0.

−0.009 1.000+0.
−0.019 1.000+0.

−0.021 1.000+0.
−0.015

EB, 25+ GeV 1.000+0.
−0.004 1.000+0.

−0.006 1.000+0.
−0.007 1.000+0.

−0.006
EE, 20-25 GeV 0.962+0.018

−0.026 1.000+0.
−0.015 0.962+0.018

−0.030 0.982+0.013
−0.026

EE, 25+ GeV 0.986+0.008
−0.013 0.991+0.006

−0.013 0.977+0.010
−0.018 0.990+0.008

−0.015
EB+EE, 20-25 GeV 0.985+0.007

−0.010 1.000+0.
−0.008 0.985+0.007

−0.013 0.992+0.006
−0.011

EB+EE, 25+ GeV 0.995+0.003
−0.004 0.997+0.002

−0.005 0.992+0.004
−0.006 0.996+0.003

−0.005

• The total L1+HLT trigger efficiency is computed using an unbiased event sample.862

These methods will be shown below to yield consistent results.863

11.1.1 Trigger Eras864

The online selection of electrons evolved over the initial 7 TeV data-taking period. The perfor-865

mance of the L1+HLT trigger during this evolution can be grouped into XX distinct periods of866

stability. These trigger “eras” are summarized in Table 18 and Figure 44.867

At the moment, all data collected is considered as a single trigger era. This assertion will be868

studied in greater detail.869

Run Range Integrated Luminosity (nb−1) Description

Table 18: Distinct data taking eras marked by changes to the L1+HLT selection of electron
candidate events.
.

Figure 44: Performance of L1 SingleEG5 as a function of Run number. Changes in performance
mark the eras as defined in Table 18.

11.1.2 L1 Efficiency870

11.1.3 HLT Efficiency for events passing L1 SingleEG5871

The efficiency of HLT Photon10 L1R and HLT Photon15 L1R will be measured relative to a872

dedicated sample of events passing L1 SingleEG5. An unbiased sample of L1 SingleEG5 events873

are collected by the HLT using the HLT L1SingleEG5 path. This trigger path automatically874

accepts events accepted by L1 with no additional selection. The rate of this path is controlled875

via a prescale factor.876

This study is currently pending completion.877
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11.1.4 L1+HLT Efficiency using an unbiased input sample878

The online selection efficiency of electron candidates can be estimated using an unbiased event879

sample. During low-luminosity running, nearly all collision events were recorded by requiring880

the BSC technical triggers to fire. These events were collected in the GOODCOLL skim, which881

was valid until Run 135735. After this run, minimum bias events were stored with reduced882

frequency in the MinimumBias dataset.883

The efficiency of HLT Photon10 L1R and HLT Photon15 L1R measured for minimum bias events884

are shown in Figures 45 and 46. For each event that contains an electron that satisfies the WP80885

requirements (see Section 9), the electron candidate is matched to the HLT photon object and886

the efficiency for the HLT path to accept the event is determined as a function of the electron887

supercluster ET for electrons reconstructed in the ECAL barrel and endcap. Due to the small888

number of W/Z electrons currently available in the data, the efficiency measurement in data889

displays a significant statistical uncertainty.890
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Figure 45: HLT Photon10 L1R Turn-on curves for electron candidates found in the ECAL bar-
rel (left) and endcap (right) using minimum bias events from Runs 132440-136259 (black) and
Spring10 W → eν MC (blue). Events passing the HLT necessarily satisfy L1 SingleEG5 require-
ments. The electron candidates are also required to satisfy the WP80 requirements as defined
in Table 13.

Figures 45 and 46 compare the trigger efficiency in data to the efficiency expected from W891

Monte Carlo (the Spring10 sample was used for this comparison). Beyond 20 GeV, the efficiency892

measured in data is consistent with Monte Carlo expectations. As we continue to accumulate893

data, it is possible that increased statistics will demonstrate some difference between data and894

Monte Carlo. For this reason we compute data-based corrections to the Monte Carlo.895

The correction factors are computed using a toy Monte Carlo analysis. For a given ET bin,896

Monte Carlo and data “distributions” are created using their (assymetric) uncertainties. On897

an event-by-event basis, the distribution for the data/MC correction is created by dividing898

data by Monte Carlo. The resulting data/MC distribution is then fit to an bifurcated Gaussian899

distribution to obtain the correction factor (and uncertainties). This procedure is repeated for900

each ET bin for both ECAL barrel and endcap. Toy distributions for the 25-40 GeV bin for901

HLT Photon15 L1R in EB are presented in Figure 47, and the data/MC correction factors are902

given in Table 19.903
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Figure 46: HLT Photon15 L1R Turn-on curves for electron candidates found in the ECAL bar-
rel (left) and endcap (right) using minimum bias events from Runs 132440-136259 (black) and
Spring10 W → eν MC (blue). Events passing the HLT must necessarily meet the L1 SingleEG8
requirements. The electron candidates are also required to satisfy the WP80 requirements as
defined in Table 13.
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Figure 47: A toy Monte Carlo is used to compute the data/MC correction factors for the
HLT Photon15 L1R efficiency in the ECAL barrel for 25 < ET < 40 GeV. (Left) Toy distri-
butions of data (black) and W Monte Carlo (blue), taking the efficiencies and uncertainties as
input paramaters for a bifurcated Gaussian distribution. Event-by-event, the data and Monte
Carlo distributions are divided to yield the distribution for the correction factor (right). The dis-
tribution is fit to a bifurcated Gaussian and the central value and ±σ are used as the correction
factor and uncertainty.

11.1.5 Electron L1+HLT efficiency for ICHEP Dataset904

In this section, the correction factors determined using the two different methods will be com-905

pared. At present only one method is available.906
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Table 19: Data/MC correction factors for HLT Photon15 L1R

20-25 GeV 25-40 GeV 40-60 GeV
Barrel 0.99+0.01

−0.09 0.99+0.01
−0.06 0.99+0.01

−0.17
Endcap 0.94+0.04

−0.41 0.99+0.01
−0.31 1.01+0.00

−0.26

12 W → eν Signal Extraction907

The substantial E/T and MT produced in W → eν events are a natural means of discriminating908

this signal from background. We perform parametrized fits to these distributions in the elec-909

tron channel to extract W yields. Alternative methods provide cross-checks on our primary910

signal yield estimates (Appendix G). Our signal extraction techniques share several sources of911

systematic uncertainty, which we review in Section 12.3.912

We apply a base selection of ESC
T > 20 GeV, conversion rejection and WP80 electron ID/isolation913

(Table 13) in each of the methods we describe. Events containing additional, fiducial electrons914

with ESC
T > 20 GeV and passing WP95 ID are vetoed. The 78 nb−1 sample contains a total of915

688 events after full selection, 377 of which include a leading e+ and 311 a leading e−, as deter-916

mined from the charge of the associated GSF tracks. We utilize both E/PF
T and E/TC

T ; however, in917

the interest of space, plots shown in this section are for E/PF
T and MPF

T only. Equivalent plots for918

E/TC
T and MTC

T are included in Appendix H.919

12.1 Parametrized Fits920

A flexible fitting approach models signal and background distributions with parametrized921

functions. We first attempt fits to the E/T and MT distributions of the inclusive W sample using922

fully parametrized forms for both signal and background. The E/T shape of QCD background923

is described by a modified Rayleigh distribution, where a linear term is added to the denomi-924

nator of the exponent.4 We model the signal E/T distribution as a sum of two Gaussians with a925

common mean :926

fbkg(x = E/T) = Nbkg · xe
− x2

2σ2(x) , (18)
σ(x) = a + bx (19)

fsig(x = E/T) = Nsig · (e
− (x−µ)2

2σ2
1 + e

− (x−µ)2

2σ2
2 ) (20)

Figure 48 shows the combined E/T model superimposed on the E/T distribution of a large Monte927

Carlo sample.928

We model the MT shape of QCD background with a “Cruijff” function, where in the equation929

below σ = σL(σR) and α = αL(αR) for MT < m(MT > m). The parameter m refers to the930

means (mb, ms1 or ms2) of the respective distributions. The signal distribution is described as a931

combination of two Cruijff functions sharing the same σR and αR parameters :932

4The Rayleigh distribution describes the magnitude of a vector with Gaussian distributed, uncorrelated com-
ponents of equal variance. The E/X

T and E/Y
T distributions of QCD background satisfy these criteria, modulo small

ΣET-dependent resolution effects.
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Figure 48: Fully Parametrized E/T Models. The fully parametrized model of signal and background
E/T is a good description of the distribution in large-sample pseudo-data.

fbkg(x = MT) = Nbkg · e
− (x−mb)2

2σ2
b +αb(x−mb)2 (21)

fsig(x = MT) = Nsig · e
− (x−ms1)2

2σ2
s1+αs1(x−ms1)2 · e

− (x−ms2)2

2σ2
s2+αs2(x−ms2)2 (22)

We fix σL and αL to values determined from Monte Carlo and float σR, αR and the means.933

The fully parametrized models are good representations of signal and background in large-934

sample Monte Carlo, however their complexity introduces too much freedom for fits to perform935

reliably in 0.1 pb−1. Figure 49, for example, shows a 0.1 pb−1 signal yield pull distribution from936

E/T-fit pseudo-experiments that is non-Gaussian and asymmetric.937

Figure 49: Fully Parametrized E/T Model Pulls. The fully parametrized models are not sufficiently
constrained to provide good fit performance in small samples.

In contrast with the E/T/MT produced by QCD background, that in W → `ν events results938

from underlying physics that should be well modeled by the Monte Carlo. With this in mind,939

we develop “hybrid” models that use the parametrized background shapes described above940

together with fixed-shape signal templates derived from Monte Carlo. We study these models941

by generating pseudo-experiments in which we Poisson fluctuate model predictions. We then942

perform unbinned extended maximum likelihood (EML) fits to the generated E/T/MT distribu-943

tions with RooFit.944
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Hybrid fit results for single 0.1 pb−1 pseudo-experiments are shown in Figure 50 [The 0.1 pb-1945

toy MC results for the MT fit were made using the older SC ET > 25 GeV cut. The yield946

increases to around 400 when moving to 20 GeV and we are re-running toy MC for this947

selection. All data results are with the new > 20 GeV cut]. Signal yields and uncertainties948

from the ensemble of pseudo-experiments are presented in Figures 51 and 52. These plots949

respectively indicate relative statistical uncertainties of 5.7% and XXX%, on average. Pseudo-950

experiments performed with E/TC
T and MTC

T give 6.0% and XXX%. The mean estimated 0.1 pb−1
951

signal yields are 451.4 (E/T fit) and XXX (MT fit). Corresponding values from the TC fits are952

451.5 and XXX. Both of the pull distributions in Figure 53 have means near zero and widths953

close to unity, demonstrating that the corresponding fits are essentially unbiased and properly954

account for the statistical uncertainties on the yields.955

Figure 50: Example Hybrid Model Fits. We perform unbinned EML fits of the hybrid E/T (left) and
MT (right) models to 0.1 pb−1 pseudo-data.

Figure 51: Yields (left) and Uncertainties (right) for the Hybrid E/T Model. The statistical uncer-
tainty on signal yield from the hybrid E/T model is 5.7%, which is 1% larger than 1/

√
N.

Figure 54-left presents results from the hybrid E/T fit performed in 78 nb−1. To improve fit956

performance in this < 0.1 pb−1 sample, we fix parameter b in Eqn. 19 to the value determined957

from a large-sample Monte Carlo study, 0.15. The parameter a is allowed to float. The fit returns958

a = 7.64 ± 0.32, which is close to the Monte Carlo determined value of a = 6.91 ± 0.33.959

We find a full acceptance W yield of 300.8 ± 18.7 (stat) (TC: 305.2 ± 19.6 (stat)) and a KS960

probability 63% (TC: 61%).5 The KS scores indicate that our model describes the data well.961

We use the fit yield, a POWHEG acceptance and Monte Carlo efficiencies to obtain a rough962

5We use ROOT’s KolmogorovTest method with the ’X’ option to determine goodness of fit. The p-value returned
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Figure 52: Yields (left) and Uncertainties (right) for the Hybrid MT Model. The statistical uncer-
tainty on signal yield from the hybrid MT model is 6.8%, which is slightly larger than 1/

√
N.

Figure 53: Hybrid E/T Model (left) and MT Model (right) Signal Pulls. The hybrid models show
low bias in 0.1 pb−1 pseudo-experiments. The widths of the pull distributions indicate that statistical
uncertainty on the yield is properly modeled.

estimate of the W → eν cross section times branching ratio. Our result, σ(W) × BR(eν) =963

8.7 nb ± 0.5 nb (stat) (TC: 8.9 nb ± 0.6 nb (stat)), reasonably agrees with the NLO prediction964

of 10.3 nb.965

Figure 54-right shows results of the hybrid E/T fit when both the a and b parameters in Eqn. 19966

are allowed to float. The fit determines a = 10.7± 1.9, b = −0.02± 0.11 and an inclusive W967

yield of 312.9± 18.9(stat). The difference between the best-fit model parameters found in this968

case and those expected from cut-inversion studies (a = 6.85 − 8.92 and b = 0.14 − 0.20) is969

presently consistent with a statistical fluctuation. The relative difference in yield with respect970

to that found when b is fixed is 4.0% and is covered by the statistical uncertainties of both971

measurements. The corresponding fit for E/TC
T returns a = 8.24 ± 1.38 and b = 0.12 ± 0.08,972

consistent with expectation (a = 7.83− 9.37 and b = 0.13− 0.16). We find a W yield of 310.4±973

21.9(stat) and a relative difference in yield with respect to that obtained with parameter b fixed974

of 1.7%. We perform KS tests for each of the fully-floating fits and find acceptable p-values:975

84% for E/PF
T and 62% for E/TC

T .976

Figure 55 shows results from the hybrid MT fit performed in 37.7 nb−1. The σL and αL param-977

from this test is an empirical probability based on pseudo-experiments. This approach avoids the bias that occurs
in the usual KS test when model parameters are determined from the same data the model is tested against.



54 12 W → eν Signal Extraction

Figure 54: Hybrid E/T Fit for 78 nb−1. We fit the hybrid E/T model to 78 nb−1 with parameter b fixed
to its expected value (left) and with parameters a and b floating (right). The fit results are consistent
within present statistical uncertainties.

eters are fixed to values determined from Monte Carlo, as described earlier in this section. We978

improve fit performance in 37.7 nb−1 by additionally fixing mb to the Monte Carlo determined979

value of 29. The full acceptance W yield is 111.9 ± 11.7 (stat) and we determine a χ2/do f of980

[GOF value] and p-value of [p value].981

Figure 55: Hybrid MT Fit for 37.7nb−1. We apply the hybrid MT model to 37.7 nb−1 and find good
performance from the fit.

Systematic uncertainty on our model predictions follows from uncertainties on the shapes of982

the signal and background E/T and MT distributions. We discuss methods for estimating these983

uncertainties in Section 12.3.984

12.2 W+ and W−
985

We use the models described in Section 12.1 to additionally fit for individual W+ and W−
986

yields. Signal templates are again derived from Monte Carlo, however we can not freely float987

separate background shape parameters due to the small size of the W+ and W− samples. In-988

stead, we perform a simultaneous fit to both samples of events using background E/T (MT)989

models that share a common a (XXX) parameter. The values of b (mb) are again fixed to 0.15990
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(29). Figure 56 shows results of the simultaneous fit performed with E/T in 78 nb−1. The ex-991

tracted W+ (W−) yields are 163.4 ± 14.1(stat) (141.4 ± 13.1(stat)). Corresponding yields for992

the E/TC
T fit are 159.8 ± 13.6(stat) and 140.5 ± 12.7(stat).993

Figure 56: Hybrid E/T Fit for W+/W− in 78 nb−1. We perform a simultaneous E/T fit for W+ (left)
and W− (right) yields in 78 nb−1. We find NW+ /NW− = 1.16 ± 0.14.

The ratio of W+ to W− events determined from the yields is 1.15 ± 0.14(stat) (TC: 1.14 ± 0.14(stat)),994

where we account for statistical correlations between the W+ and W− yields in the quoted un-995

certainties. We calculate these uncertainties using the error matrices returned from the fits. The996

full error matrix for the E/PF
T fit is :997


δ2

b− δb+δb− δs−δb− δs+δb− δaδb−
δb−δb+ δ2

b+ δs−δb+ δs+δb+ δaδb+
δb−δs− δb+δs− δ2

s− δs+δs− δaδs−
δb−δs+ δb+δs+ δs−δs+ δ2

s+ δaδs+
δb−δa δb+δa δs−δa δs+δa δ2

a

 =


217.5 12.6 −49.2 −10.9 1.2
12.6 267.9 −10.7 −53.6 1.4
−49.2 −10.7 170.4 7.1 −1.0
−10.9 −53.6 7.1 198 −1.2

1.2 1.4 −1.1 −1.2 0.1


and the equivalent matrix for the E/TC

T fit is :998


206.8 6.1 −38.7 −5.2 0.7
6.1 258.9 −5.0 −41.9 0.9
−38.7 −5.0 160.3 2.1 −0.6
−5.2 −41.9 2.1 184.2 −0.8
0.7 0.9 −0.6 −0.8 0.1


We perform a second set of simultaneous fits to extract the W+/W− ratio and the overall W999

yield explicitly. We find a ratio of 1.16± 0.14(stat) (TC: 1.14± 0.14(stat)) and a yield of 289.6±1000

18.3(stat) (TC: 293.6± 19.2(stat)). These results agree with our previous measurements.1001

Figure 57 shows the results of simultaneous fits performed with MT. Here the extracted W+
1002

(W−) yield is 65.3 ± 8.9(stat) (46.8 ± 7.4(stat)).1003



56 12 W → eν Signal Extraction

Figure 57: Hybrid MT Fit for 37.7nb−1. We perform a simultaneous T fit for W+ (left) and W− (right)
yields in 37.7 nb−1. We find NW+ /NW− = 1.33 ± 0.24.

Again, systematic uncertainty on our yield predictions follows from uncertainties on the shapes1004

of the signal and background E/T and MT distributions. We discuss methods for estimating1005

these uncertainties in the following section.1006

12.3 Systematic Uncertainties1007

The precision and accuracy of our extracted W yields translate directly to those of the measured1008

cross section. We estimate systematic uncertainties on yield predictions with data to the extent1009

possible. In cases where 0.1 pb−1 datasets lack sufficient events for a completely “data-driven”1010

approach to succeed, we bound our uncertainties using Monte Carlo estimates.1011

12.3.1 QCD E/T/MT Shape1012

The flexibility provided by the hybrid E/T and MT models should result in a small systematic1013

uncertainty on the extracted signal yield due to background shape modeling. We assess this1014

uncertainty using background control regions generated by cut inversion.1015

The simplest approach is to assume that our models are sufficient descriptions of the distribu-1016

tions of background after full selection and to test this assumption using an anti-selected E/T1017

and MT distribution. Monte Carlo studies suggest that the E/T and MT distributions generated1018

by reversing the WP80 ∆η and ∆φ selections (maintaining the Isoecal cut) are close approxima-1019

tions of the background distributions obtained when the full set of W → eν selection criteria1020

are applied. These anti-selections generate the distributions shown in Figure 58 for the 78 nb−1
1021

dataset [the MT plot is for 0.1 pb-1 MC]. We perform fits of the hybrid models to these dis-1022

tribution and find best-fit values for the E/T background model parameters of a = 7.32± 0.581023

and b = 0.16± 0.03. Best-fit values for the MT fit are XXX. KS probabilities for the E/T (84% )1024

and MT (XXX) fits indicate good agreement. Our test is successful and, with this approach, we1025

would assign zero uncertainty on signal yield due to background shape modeling.1026

We use anti-selected distributions with somewhat weaker assumptions in a second estimate1027

of background modeling uncertainty. We identify two sets of anti-selections that generate1028

E/T shapes that bound the distribution of background after all selection criteria are applied.1029

Figure 59-left shows the E/T shapes obtained in Monte Carlo when inverting the ∆η selection1030

(maintaining ∆φ) and when inverting both the ∆η + ∆φ selections (maintaining isolation and1031

the other ID cuts). These shapes enclose the Monte Carlo distribution of QCD events following1032

full event selection.1033
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Figure 58: E/T Fits to Anti-selected Distributions. We fit the hybrid E/T and MT models to back-
ground distributions obtained by reversing various WP80 selections. The high quality of the fits sug-
gests that our models are an adequate description of background after full selection. [the MT plot is for
0.1 pb-1 MC].

Figure 59: QCD E/T Shapes from Cut Inversion. Left: We obtain a set of anti-selected background
shapes in from MC that we expect to cover the true distribution of QCD background after event selec-
tion. Right: The same anti-selections in data generate similar shapes and are assumed to enclose the true
distribution of background after full selection.

Figure 59-right shows that corresponding anti-selections in data generate shapes similar to1034

those of Monte Carlo. We can therefore reasonably assume that the anti-selected shapes from1035

data enclose the true background distribution after full selection, as they do in Monte Carlo.1036

Bin-to-bin variations between the shapes are a bound on our background shape uncertainty.1037

Uncertainty in background shape must be propagated to our signal yield estimates. We achieve1038

this by generating toy Monte Carlo in which the uncertainty bounds are taken as background1039

shape PDFs. We perform pseudo-experiments with the anti-selected background shapes, the1040

nominal signal template and signal/background normalizations from the original fit to data.1041

We then fit the pseudo-data with the hybrid E/T model to determine new yields. The largest1042

difference between these yields and the original estimate from data is taken as the uncertainty1043

associated with background shape modeling. Figure 60 shows the distribution of signal yields1044

obtained from the procedure. We find a 1% (TC: 0.6%) relative difference in signal yield and1045

quote this value as the uncertainty on our inclusive result due to background shape modeling.1046

Equivalent uncertainties on the W+ and W− yields and their ratio are 0.4% (TC :0.3%), 0.9%1047

(TC: 0.5%) and 0.4% (TC :0.2%), respectively.1048
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Figure 60: E/T-Fit Signal Yields from Bounding QCD Shapes. We generate pseudo-experiments
using the anti-selected background shapes of Figure 58 and fit with our nominal E/T model. We find a
1% difference in signal yield.

12.3.2 Signal E/T/MT Shape1049

Our signal extraction techniques employ W E/T and MT shapes derived from Monte Carlo sim-1050

ulation. Uncertainty in these shapes relates to how accurately our simulation represents both1051

detector performance and the underlying physics of W → `ν events. Simulated W E/T is usu-1052

ally improved by calibration with Z → `` data. This is typically performed using the so-called1053

“recoil” technique, with uncertainties on calibrated E/T predictions determined as part of the1054

procedure. The Z-driven recoil method is not feasible for the 0.1 pb−1 analysis. We alternatively1055

consider two variations on the technique that allow signal shape uncertainties to be estimated1056

from available data.1057

The first approach estimates recoil response and resolution uncertainties using γ + jet events [44].1058

The photon is subtracted from the E/T vector (the jet is not directly used) and the resulting re-1059

coil vector, ~u, is projected on directions parallel and perpendicular to the photon. The mean1060

(i.e.: response) and variance (i.e.: resolution) of the recoil components are compared in data1061

and Monte Carlo as a function of photon pT. Currently, recoil response (resolution) is found to1062

be consistent in γ + jet data and Monte Carlo to within an uncertainty of 10% (20%).1063

We use these uncertainties in W Monte Carlo to assess uncertainty in signal E/T and MT shape.1064

We define the W recoil vector as ~u = ~E/T − ~Ee
T and project components parallel (uW

‖ ) and per-1065

pendicular (uW
⊥ ) to the direction of the W boson. These components are modeled in Monte1066

Carlo as Gaussian distributions, with means and widths that vary as functions of pW
T . We fluc-1067

tuate the Gaussian means and widths by the uncertainties quoted above and for each W Monte1068

Carlo event, we sample these distributions as a function of pW
T and recalculate a E/T vector. The1069

extreme W E/T shapes that result from this procedure are shown in Figure 61.1070

Next, we propagate E/T shape uncertainty to the extracted signal yield following an approach1071

analogous to that of Section 12.3.1. We use the W shape extrema in the generation of toy1072

Monte Carlo, where background shape, background normalization and signal normalization1073

are taken from the original fit to data. We fit the resulting pseudo-data using our nominal sig-1074

nal+background models and extract new yields. The relative difference in the resulting yields1075

is the signal shape uncertainty on our result.1076

Figure 62 shows the distributions of signal yield obtained by this procedure. The two extreme1077

E/T shapes shown in Figure 61 are used in the generation of separate toy Monte Carlos. The1078

background shape, background normalization and signal normalization used for both sets of1079
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Figure 61: Signal Shape Uncertainty from γ + jet Recoil. Uncertainty on recoil response and res-
olution is determined using γ + jet events. This uncertainty translates to a range of possible signal E/T
shapes.

pseudo-experiments are currently derived from 0.1 pb−1 pseudo-data. We find a difference in1080

yield of 3.2% relative to the original 0.1 pb−1 yield estimate (Figure 51). The same procedure1081

performed with E/TC
T leads to a relative uncertainty of 2.8%1082

Figure 62: Signal Yields from γ + jet Recoil Uncertainties. We generate pseudo-experiments using
the extreme signal shapes of Figure 61 and fit with our nominal E/T model. We find a 3.2% difference in
yield relative to the original estimate.

We develop a second technique that extracts recoil resolution and response information directly1083

from high E/T W data [29]. In this method, components of recoil parallel (u`
‖) and perpendicular1084

(u`
⊥) to the direction of the leading lepton are again modeled as Gaussian distributions, with1085

means and widths that vary as functions of pW
T . Resolutions measured in Minimum Bias data1086

constrain the functions that describe the evolution of the Gaussian widths with pW
T . We assume1087

that Monte Carlo models the pW
T spectrum accurately and convolve it with the parametrized1088

recoil functions to generate PDFs for the inclusive u`
‖ and u`

⊥ distributions :1089

f (ui; pW
T ) = Gaus(µ(pW

T ), σ(pW
T ))⊗ f (pW

T ) (23)
µ(pW

T ) = Ki pW
T + Ci (24)

σ(pW
T ) = σmb(1 + Bi pW

T ) (25)
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Best-fit parameters for the recoil model are determined by fitting the PDFs to the measured1090

recoil distributions in a pure sample of W events, which is obtained with a E/T > 30 GeV1091

selection in data. As in the γ + jet approach, we return to the W Monte Carlo and recalculate1092

E/T as a function of pW
T with the recoil model parameters. Uncertainties on these parameters1093

result in a spread of predictions that represent uncertainty in the W E/T shape. Figure 63 shows1094

the extreme E/T shapes we find with recoil model parameters taken from fits to the 78 nb−1
1095

dataset.1096

Figure 63: Signal Shape Uncertainty from W Recoil. We fit W recoil distributions in data to generate
a range of E/T shapes that represent uncertainty in the signal E/T model.

We propagate these shape uncertainties to our signal yield estimate using toy Monte Carlo, as1097

before. Figure 64 shows the signal yields determined from fits to pseudo-data generated with1098

the extreme E/T shapes of Figure 63. We find a difference in yield of 1.9% relative to the original1099

estimate in 0.1 pb−1 pseudo-data. The same procedure performed with E/TC
T leads to a relative1100

uncertainty of 2.2%. Uncertainties on the W+ and W− yields and their ratio are 2.4%, 3.0% and1101

0.7% (TC: 1.3%, 1.4% and 0.2%), respectively.1102

Figure 64: Signal Yields from W Recoil Uncertainties. We generate pseudo-experiments using the
extreme signal shapes of Figure 63 and fit with our nominal E/T model. We find a 1.9% difference in
yield relative to the original estimate.

12.3.3 Electron Scale and Resolution1103

Electron energy scale is shown in a later section to be consistent in data and Monte Carlo within1104

uncertainties of 1% (barrel) and 3% (endcap). We propagate these uncertainties to our signal1105

yield estimates using a method similar to that of Section 12.3.2. For each Monte Carlo signal1106
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event, we increase/decrease the reconstructed electron ET by the appropriate scale uncertainty1107

and recalculate E/T using the new electron ET values. Figure 65 shows the shape extrema pro-1108

duced from this procedure. We observe a spread in E/T shape comparable to that from the1109

uncertainty on recoil response and resolution.1110

Figure 65: Signal Shape Uncertainty from Electron Scale/Resolution. We determine the variation
in signal E/T shape that results from shifting reconstructed electron ET by its scale uncertainty.

Figure 66 shows the distribution of signal yields we obtain from toy Monte Carlo generated1111

with the shape extrema of Figure 65. We find a 2.1% relative difference in the mean extracted1112

signal yield (TC : 2.5%), which we take as the systematic uncertainty from electron scale/resolution1113

effects. The corresponding uncertainties on W+ and W− yields and their ratio are, 2.0%, 2.4%1114

and 0.5% (TC: 1.4%, 1.6% and 0.1%).1115

Figure 66: Signal Yields from Electron Scale/Resolution Uncertainties. We generate pseudo-
experiments using the extreme signal shapes of Figure 65 and fit with our nominal E/T model. We find a
2.1% relative difference in the mean inclusive W yield.

12.3.4 Efficiency Corrections1116

The uncertainties on barrel and endcap electron efficiency corrections differ. This difference1117

leads to the spread in the inclusive W E/T shape shown in Figure 67. We propagate these shape1118

differences to signal yield using our usual toy Monte Carlo approach. We obtain the yield1119

distributions shown in Figure 69 and find a relative difference in the mean of 0.3% (TC : 0.9%).1120

The associated uncertainties on W+ and W− yields and their ratio are 0.2%, 0.2% and < 0.0%1121

(TC: 0.8%, 1.2% and 0.4%).1122
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Figure 67: Signal Shape Uncertainty from Efficiency Corrections. We determine the maximal
variation in signal E/T shape that results from shifting barrel and endcap electron efficiency corrections
by their uncertainties.

Figure 68: Signal Yields from Electron Scale/Resolution Uncertainties. We generate pseudo-
experiments using the extreme signal shapes of Figure 67 and fit with our nominal E/T model. We find a
0.3% relative difference in the mean inclusive W yield.

12.3.5 Electroweak Backgrounds1123

Each of our signal extraction techniques assume fixed, relative normalizations for EWK back-1124

grounds. These normalizations are taken from the ratio of the respective NLO cross sections1125

to that of the W. PDFs are the dominant source of uncertainty on the Z/W cross section ratio,1126

leading to a 2.5% uncertainty on the normalization. We fluctuate the relative normalization1127

of Z to W in the signal template by this amount and assess the impact on the signal yield us-1128

ing our usual toy Monte Carlo approach. The plots in Figure 69 show that this uncertainty1129

has negligible impact on the extracted W yield. Uncertainties on W+ and W− yields and their1130

uncertainties are also consistent with zero. Normalization uncertainties cancel for W → τν1131

background and are ignored.1132

12.3.6 Systematics Summary1133

Table 20 summarizes the systematic uncertainties on extracted signal yield for the E/TC
T and E/PF

T1134

fits.1135
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Figure 69: Signal Yields from Electroweak Background Uncertainties. We generate pseudo-
experiments using signal templates in which we vary the Z/W normalization by the PDF uncertainty,
2.5%. We find no significant impact on the extracted W yield.

Uncertainty Source W Yield (%) W+ Yield (%) W− Yield (%) Ratio (%)
Using E/PF

T
Background Shape 1.0 0.4 0.9 0.4

Recoil 3.2, 1.9 4.3, 2.4 5.9, 3.0 1.7, 0.7
Electron Energy Scale 2.1 2.0 2.4 0.5

Electron Efficiency 0.3 0.2 0.2 ¡0.0
Electroweak Backgrounds < 0.0 < 0.0 < 0.0 < 0.0

Using E/TC
T

Background Shape 0.6 0.3 0.5 0.2
Recoil 2.8, 2.2 1.4, 1.3 1.7, 1.4 0.3, 0.2

Electron Energy Scale 2.5 1.4 1.6 0.1
Electron Efficiency 0.9 0.8 1.2 0.4

Electroweak Backgrounds < 0.0 < 0.0 < 0.0 < 0.0

Table 20: Summary of Systematic Uncertainty on W → eν Yield Results.

12.4 Summary1136

The variety of signal extraction techniques available in the electron-channel provides useful1137

leverage in the estimation of a 0.1 pb−1 W → eν yield. We apply each technique to the data1138

currently available and obtain consistent results. The extracted yields translate to cross sections1139

that agree with the NLO prediction, given the large statistical uncertainties on the yields.1140

Most of the extraction techniques have equivalent statistical performances in 0.1 pb−1; we1141

project 12.3%, 5.1%, 6.4% and 6.8% relative uncertainties on signal yield for the ABDCE, fixed-1142

shape, hybrid E/T and hybrid MT methods, respectively. Studies of systematic uncertainty are1143

in progress and it is difficult to judge the methods on that basis at present. In general, however,1144

we expect that flexibility in the estimation of background will result in smaller bias, which sim-1145

plifies the estimation of systematic uncertainties. The E/T background shape is presently the1146

simplest to understand, the easiest to model and is statistically competitive with other discrim-1147

inating variables. We therefore choose the hybrid E/T fit for the baseline cross section result.1148

This choice is provisional and will be revisited with more data and with results from a realistic1149

assessment of systematic uncertainty.1150
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13 γ∗/Z → e+e− signal extraction1151

In this section we describe the analysis to extract signal yield and production cross section1152

for the γ∗/Z → e+e− events in pp collisions at
√

s = 7 TeV with early LHC data. For this1153

iteration of the analysis, which is aimed for ICHEP 2010 approval using ∼ 100nb−1 integrated1154

luminosity, we use a cut-and-count method to estimate the signal yield. Like in case of muon1155

channel analysis, the γ∗/Z → e+e− candidates are selected with a robust and high purity signal1156

selection. The amount of background under the signal peak and the event selection efficiency1157

are estimated from MC simulation.1158

13.1 γ∗/Z → e+e− event selection1159

The γ∗/Z → e+e− events are selected from events that pass the single isolated-electron High1160

Level Trigger. We require two high-pT electrons formed from the association of high ET ECAL1161

superclusters with high pT GSF tracks in the Tracker. The electrons from the Z decay are iso-1162

lated, so we demand very low track, ECAL, and HCAL activity around each electron candidate.1163

This criterion rejects quite efficiently electrons from jets.1164

Also, the invariant mass of the two electrons should lie between 60 and 120 GeV.1165

The following signal selection has been used for the Z → e+e− cross section analysis:1166

• event passes an EG5-seeded trigger1167

• two GsfElectrons in ECAL fiducial (|η| <2.5 with 1.4442< |η| <1.560 excluded)1168

• two GsfElectrons with supercluster ET >20.0 GeV1169

• both electrons are isolated1170

• both electrons pass identification and isolation criteria as defined in Tables ??-?? (see1171

details in section 13.3)1172

• 60< Me,e <120 GeV1173

13.2 Acceptance for γ∗/Z → e+e− events1174

Since the data itself is inherently biased with respect to geometric acceptance, this quantity1175

must be estimated from Monte Carlo simulation. We use full NLO (POWHEG with CTEQ661176

PDF) Monte Carlo simulation for this purpose.1177

We compute a combined geometric and kinematic acceptance for γ∗/Z → e+e− events which1178

have both superclusters (matched to MC electrons by demanding DR<0.2) in the ECAL fidu-1179

cial area (|η| <2.5, 1.4442< |η| <1.560 excluded) with ET > 20 GeV and 60< MSC,SC <1201180

GeV, divided by all generated γ∗/Z → e+e− events with 60< Me,e <120 GeV. Since we use1181

superclusters for the estimation of the acceptance, the clustering efficiency is included in the1182

acceptance calculation.1183

We calculate separately the acceptances for the cases that both electrons are in the ECAL Barrel1184

(EB,EB), both in the ECAL Endcaps (EE,EE) and one electron is in the Barrel and the other in1185

the Endcaps (EB,EE).1186

The combined geometric and kinematic acceptance is (errors are due to MC statistics):

AEB,EB =
Nacc

ee
Ntot

ee
= 0.2253± 0.0007

AEB,EE =
Nacc

ee
Ntot

ee
= 0.1625± 0.0006
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AEE ,EE =
Nacc

ee
Ntot

ee
= 0.0479± 0.0003

So the total acceptance is:

AT OT = AEB,EB +AEB,EE +AEE ,EE = 0.4357± 0.0010

13.3 Electron identification and Isolation1187

In this analysis we use a very simple set of variables in order to perform the electron identifica-1188

tion. The main idea is to keep the electron efficiency high using simple selection variables that1189

will preserve their discrimination power at the initial data collection period. For the Z → e+e−1190

selection, the optimized electron identification thresholds are defined in Table 13 and are ref-1191

ered to as WP95 (or “VBTF-95” ) selection.1192

13.4 Distribution of kinematic variables1193

The reconstructed transverse momentum, pseudo-rapidity, and azimuthal angle distribution1194

of electrons passing VBTF-95 selection in current data and simulation are shown in Fig. 70. We1195

show the transverse momentum, rapidity, and azimuth distribution of the γ∗/Z candidates1196

passing our final selection criteria in Fig. 75. The Z boson cos θ∗ and forward-backward asym-1197

metry are shown in Fig. 76.1198
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Figure 70: The reconstructed transverse momentum (top left), pseudo-rapidity (top right), and
azimuthal angle (bottom) distribution of electron candidates passing our final selection criteria
in γ∗/Z → e+e− events. The data points are shown as solid circles with error-bars. Predicted
number of events from simulation (scaled to the given integrated luminosity) is overlaid as
shaded regions.
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Figure 71: Distribution of electron identification variables: ∆η, and ∆φ in γ∗/Z → e+e− events
considered for this analysis. The data points are shown as solid circles with error-bars. Pre-
dicted number of events from simulation (scaled to the given integrated luminosity) is overlaid
as shaded regions. The cut applied to select a pure γ∗/Z → e+e− sample is denoted by vertical
line.
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Figure 72: Distribution of electron identification variables: σiηiη and H/E in γ∗/Z → e+e−

events considered for this analysis. The data points are shown as solid circles with error-bars.
Predicted number of events from simulation (scaled to the given integrated luminosity) is over-
laid as shaded regions. The cut applied to select a pure γ∗/Z → e+e− sample is denoted by
vertical line.
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Figure 73: Distribution of combined isolation variable and E/p for electrons in γ∗/Z → e+e−

events considered for this analysis. The data points are shown as solid circles with error-bars.
Predicted number of events from simulation (scaled to the given integrated luminosity) is over-
laid as shaded regions. The cut applied to select a pure γ∗/Z → e+e− sample is denoted by
vertical line.
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Figure 74: Flow of selection cuts in data. Number of γ∗/Z → e+e− events left after successive
cuts.
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Figure 75: The reconstructed transverse momentum (top left), rapidity (top right), and az-
imuthal angle (bottom) distribution of the Z candidates passing our final selection criteria. The
data points are shown as solid circles with error-bars. Predicted number of events from simu-
lation (scaled to the given integrated luminosity) is overlaid as shaded regions.
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Figure 76: Z boson cos θ∗ (left) and forward-backward asymmetry (right). In Collins-Soper
frame [45], cos θ∗ is the angle between the electron momenta and the Z′ axis that bisects the
angle between the quark and antiquark. For each Z mass bin, the forward-backward asymme-

try is given by A f b = (N f−Nb)
(N f +Nb)

, where N f is the number of events with cos θ∗ > 0 and Nb is the
number of events with cos θ∗ < 0. The data points are shown as solid circles with error-bars.
Predictions from simulation (scaled to the given integrated luminosity) are overlaid as shaded
regions.
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13.5 Efficiency for electron selection in γ∗/Z → e+e− events1199

We compute efficiency for the electron selection (including all reconstruction, isolation, elec-1200

tron Id, and triggering steps) with respect to geometric and kinematic acceptance. Therefore,1201

the numerator of the efficiency is the number of electrons passing selection criteria described1202

in section 13.3 and also matched to single electron HLT triggerred object in the event. The de-1203

nominator of the efficiency is the number of super clusters passing the geometric and kinematic1204

acceptance described in section 13.2. In the current analysis we derive the efficiency separately1205

for electrons in the barrel and in endcaps using simulation (NLO, POWHEG). When we get1206

larger data sample (≥ 1 pb−1) we will derive the efficiency in bins of electron pT and η directly1207

from data.1208

The efficiency for our nominal electron selection is (errors are due to MC statistics):

εEB = 0.9442± 0.0036,

εEE = 0.9193± 0.0042,

and the overall average efficiency is:

εall = 0.9310± 0.0025.

So the average efficiency for γ∗/Z → e+e− reconstruction is:

ε
γ∗/Z
EBEB = 0.8921± 0.0033.

ε
γ∗/Z
EBEE = 0.8452± 0.0037.

ε
γ∗/Z
EEEE = 0.8238± 0.0068.

εγ∗/Z = 0.8671± 0.0023.

13.6 Estimation of small residual background under the Z peak1209

13.6.1 Monte Carlo based background subtraction1210

In this method we simply count the number of events passing our γ∗/Z → e+e− selection re-1211

quirements in each background MC sample and scale this number by the corresponding cross1212

section of the and the total integrated luminosity. We then subtract the predicted number of1213

background events derived from MC from the number of γ∗/Z → e+e− candidate events ob-1214

served in data. Table 21 lists the cross section values for the γ∗/Z → e+e− signal and various1215

background processes. Table 22 shows the expected number of γ∗/Z → e+e− signal and back-1216

ground events per −1 integrated luminosity from Monte Carlo prediction.1217
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Table 21: Cross section values for the γ∗/Z → e+e− signal and various background processes.

Process Cross section (in pb)
NLO γ∗/Z → e+e− (mZ > 20 GeV) 1606.6
QCD em-enriched: pT 20− 30 GeV 0.235500× 0.00730× 109

QCD em-enriched: pT 30− 80 GeV 0.059300× 0.05900× 109

QCD em-enriched: pT 80− 170 GeV 0.000906× 0.14800× 109

QCD b, c → e: pT 20− 30 GeV 0.235500× 0.00046× 109

QCD b, c → e: pT 30− 80 GeV 0.059300× 0.00234× 109

QCD b, c → e: pT 80− 170 GeV 0.000906× 0.01040× 109

γ + jets (pT > 15 GeV) 1.922× 105

W → eν 9679.9× 0.742
W(→ eν) + γ 23.2× 1.8
tt 165.0
WW → ee 42.9
WZ → ee 18.3
ZZ → ee 5.9

Table 22: Expected number of γ∗/Z → e+e− signal and background events per nb−1 integrated
luminosity.

Process # events / nb−1

γ∗/Z → e+e− 0.3409± 0.0005
QCD dijets 0.00070± 0.00008
γ + jets 0.00011± 0.00017
W → eν 0.00033± 0.000008
W(→ eν) + γ 0.00005± 0.000001
tt 0.00048± 0.000016
Z → τ+τ− 0.00042± 0.000016
Dibosons (WW,WZ,ZZ → ee) 0.00039± 0.000008
γγ 0.00003± 0.000002
Total Background from MC 0.0027± 0.0005
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13.7 Results of γ∗/Z cross section measurement1218

Table 23 shows a summary of the results for the γ∗/Z cross section measurement from the1219

current available data. As can be seen, the estimated γ∗/Z cross section agrees within the er-1220

rors with the expected one. Systematic uncertainties in the γ∗/Z cross section measurement,1221

reported in Tables 23, arise from experimental effects, uncertainty in the amount of integrated1222

luminosity, and also from theoretical uncertainties in the acceptance calculation. We determine1223

these separately and add them in quadrature (except for the luminosity uncertainty which1224

we quote separately). The systematic uncertainty from the theoretical uncertainties on the ac-1225

ceptance calculation is estimated to be 3%. We assign a systematic uncertainty of 10% in the1226

efficiency for γ∗/Z → e+e− signal reconstruction. A systematic uncertainty of 11% arises from1227

the measurement of the integrated luminosity.

Table 23: Results for the γ∗/Z → e+e− cross section measurement.

Nselected 30.00 ± 5.48
Nbkgd 0.29 ± 0.05
ε 0.8671 ± 0.0023 (MC stat.) ± 0.0867 (syst.) %
Acceptance 0.4357 ± 0.0010 (MC stat.) ± 0.0131 (syst.) %
Integrated Luminosity 0.0785 ± 0.0086 pb−1 (syst.)

σγ∗/Z × BR(γ∗/Z → e+e−) 1002.4 ± 184.8 pb (stat.) ± 100.2 (syst.) ± 110.2 (lumi.)

Theoretical prediction LO: 740 pb, NLO: 911 pb (60 < mZ < 120 GeV)
LO: 1300 pb (mZ > 20 GeV), NLO: 1607 pb (mZ > 20 GeV)

1228
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Figure 77: The reconstructed di-lepton invariant mass in γ∗/Z → e+e− events plotted with
four different views. The data points are shown as solid circles with error-bars. The predicted
number of signal events from NLO simulation and scaled to the given integrated luminosity is
overlaid as solid curve. Estimation of various background events from simulation is shown by
shaded regions.
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13.8 New methodology: simultaneous fit for cross section and efficiency1229

In the traditional method for estimating the Z cross section, the efficiency εZ of a “final” high-
purity selection is estimated from one or more “low purity” samples (i.e., the denominator of
the efficiency) using tag-and-probe method, the “final” NZ selection candidates are counted,
and the cross section is computed as

σ = NZ/(εZ AZ

∫
Ldt).

The statistical and systematic uncertainties for εZ and NZ are computed separately and com-1230

bined in quadrature, i.e., any correlations are ignored. However, the effect of uncertainties for1231

these two quantities are clearly anti-correlated so this overestimates the statistical uncertainties.1232

Moreover, such a design artificially divides the cross section measurement into a multi-step1233

process requiring strict coordination throughout to ensure consistency. In what follows, we1234

describe an approach which can easily account for covarying factors in all of the cross section1235

ingredients, and do so in a single step.1236

Signal yield in “high purity” sample (i.e., both lepton passing the nominal selection)

NPP = LσAεZ,

where the average efficiency can be written in terms of the single lepton efficiency and relative
acceptance in each bin

εZ = Σi,j
Aij

A
ε iε j.

Similarly, signal yield in high purity sample (i.e., one lepton passing and the other lepton failing
the nominal selection)

NP[i],F[j] =
∫

Ldt · Σi,j
Aij

A
ε [i](1− ε [j]).

The results of the simultaneous fit performed on γ∗/Z → e+e− events is shown in reproduced1237

below and shown in Fig. 78.1238

Floating parameter Fit value1239

--------------------------------------------------------1240

1 Z signal Breit-Wigner mean 88.53 +- 1.181241

2 Gaussian resolution rms 5.44 +- 0.961242

3 Background shape: exponential -0.0148 +- 0.01201243

4 Efficiency 0.887 +- 0.1111244

5 Number of Bkg in low purity sample 25.2 +- 6.41245

6 Z signal cross section 1114.3 +- 321.41246

1247

Z width was fixed in the fit to its nominal value 2.5 GeV.1248

The acceptance was fixed to the value derived from NLO MC.1249

1250

PARAMETER CORRELATION COEFFICIENTS1251

NO. GLOBAL 1 2 3 4 5 61252

1 0.17559 1.000 -0.152 -0.053 -0.076 -0.053 0.0681253

2 0.15263 -0.152 1.000 0.014 -0.001 -0.001 0.0011254

3 0.15733 -0.053 0.014 1.000 0.148 0.103 -0.1311255
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4 0.81607 -0.076 -0.001 0.148 1.000 0.548 -0.7941256

5 0.55538 -0.053 -0.001 0.103 0.548 1.000 -0.4881257

6 0.79670 0.068 0.001 -0.131 -0.794 -0.488 1.0001258
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Figure 78: Simultaneous fit to extract the production cross section and electron reconstruction
(and identification) efficiency from γ∗/Z → e+e− events in data: projection of the di-electron
invariant mass in “high purity” sample (top) and in “low purity” sample (bottom).
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14 Electron Energy Scale and Resolution1259

The estimated particle energy, obtained from the Electromagnetic Calorimeter, can be expressed1260

as:1261

E = F · ∑
clusterRecHits

G(GeV/ADC) · ci · Ai(ADC) (26)

where the sum is over the crystals in a cluster. Ai are the reconstructed amplitudes in ADC1262

counts (the uncalibrated RecHit). ci is the inter-calibration constant while G is the ECAL energy1263

scale. (G · ci · Ai) is the calibrated RecHit. F includes all the energy correction of the cluster such1264

as containment corrections, Bremsstrahlung correction for electrons, dead channel corrections,1265

crack corrections, etc.1266

The absolute scale of the Electromagnetic Calorimeter has been measured during the Test Beam1267

campaign for EB and EE separately.1268

The main method to tune the ECAL energy scale in-situ is by using the di-electrons and di-1269

photons invariant mass peaks. While the Z → e+e−and samples collected so far are well below1270

the amount of data needed to measure the energy scale, some preliminary indications come1271

from π0 and η.1272

Given the different calibration level of the detector, it is desirable to extract the energy scale1273

independently for the barrel and the two endcaps by selecting events having both electrons or1274

photons in the same sub-detector.1275

According to the formula 26, the accuracy of the scale can be derived looking at the ratio of1276

the reconstructed invariant mass peak position between data and Monte-Carlo. Assuming a1277

perfect simulation of the material in front of ECAL and the alignment of the detector, this ratio1278

would provide the correction to be applied at the scale. More conservatively, we consider this1279

number as an estimation of the scale accuracy.1280

The estimated precision on the Barrel scale determination is at the level of 1%, as confirmed by1281

the dE/dx analysis with cosmics [46]. The estimated precision for the Endcaps is at the level1282

of ∼ 3%.1283

After calibration of the energy scale from ECAL and of the momentum scale from the tracker,1284

residual energy scale corrections for electrons will be extracted from the Z → e+e−measurements,1285

with the tag-and-probe method, after sufficient statistics is accumulated. In the momentum1286

range relevant for the Z → e+e−measurement, the energy resolution for electrons is dominated1287

by the ECAL. In addition to the intrinsic resolution expected from test beam measurements, the1288

bremsstrahlung in the tracker material induces large fluctuations. The electron resolution will1289

be measured by fitting the width of the reconstructed Z mass and by comparing the recon-1290

structed Z width with the Monte Carlo expectation.1291

15 Systematics1292

Even if the current cross section measurements are mainly statistically limited, systematic un-1293

certainties play an important role in the measurement of the inclusive W and Z boson produc-1294

tion cross section, in particular in perspective of more collision data collected. Future analyses1295

will benefit from an enlarged data set allowing access to data-driven methods that will likely1296

reduce the systematic uncertainties. In the following we describe the source for systematic1297
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effects and the estimated uncertainties.1298

15.1 Theoretical Uncertainties1299

The measurement of the W and Z cross section has been performed using a base-line MC gen-1300

erated with the NLO MC generator POWHEG and the parton distribution function CTEQ66.1301

Uncertainties are quoted with respect to this baseline wherever applicable. It was verified that1302

this base-line is in good agreement with the more complex integrator tool ResBos [47–52] which1303

itself shows excellent agreement with results from Tevatron experiments. The following para-1304

graphs discuss the individual contributions to the systematic uncertainties on the acceptance1305

and the cross section measurement. PDF uncertainties are summarized in Table 24. Other un-1306

certainties are summarized in Table 25 for W bosons, in Table 26 for Z bosons and in Table 271307

for ratio measurements.1308

15.1.1 Parton Distribution Functions1309

PDFs are published by a number of collaborations. The studies presented here include results1310

from sets CTEQ66 [53], MSTW2008NLO [11] and NNPDF2.0 [54]. In addition to the best fits,1311

uncertainty sets are published which can be used to assign standard deviations on physical1312

observables. In CMS, simulated events can be easily re-weighted at the hard scattering level1313

using modified PDF sets using a set of utilities developed within the ElectroWeak group [55].1314

This way, the exact set of pT and η cuts can be taken into account.1315

In this section we consider PDF systematics related with the experimental measurements, namely1316

on the estimated acceptance for W, W+, W−, Z and the acceptance corrections for the W/Z and1317

W+/W− ratios. The PDF uncertainties of the theory predictions are discussed separately in the1318

section of final results. Correlations between experimental acceptance corrections and theory1319

predictions due to PDFs (see Figure 79) are at the 10% level and therefore not a concern from1320

the practical point of view.1321

In order to assign systematics we follow the strategy defined by the CMS Generator Group1322

and described in [56], which is also consistent with the latest PDF4LHC recommendations [57].1323

In short, we consider the 68% CL positive and negative uncertainties obtained with CTEQ66,1324

MSTW2008NLO and NNPDF2.0 sets, adopting the specific recommended recipes in each case.1325

The final assigned systematics corresponds to half of the maximum difference observed be-1326

tween positive and negative variations for any combination of the three sets. Usually this1327

maximum difference corresponds to a positive variation from one set minus a negative varia-1328

tion from a different set, since central values from different sets are typically of the size of the1329

uncertainties within a set. Uncertainties due to αS also considered, even if they are small (0.1%1330

contribution to acceptance uncertainties and 0.02% to correction factor uncertainties).1331

We conclude that the PDF theoretical uncertainties on the estimated boson acceptances are1332

below or of order 2% (2% is assigned conservatively for the moment). The uncertainty on the1333

W+/W− acceptance correction factor is also ∼ 2%, while the one for the correction of the Z/W1334

ratio is ∼ 1%.1335

15.1.2 Higher Order QCD Corrections and Initial State Radiation1336

The effect of soft non-perturbative effects, hard higher order effects and initial state radiation1337

which are not accounted for in the baseline MC is studied by comparing ResBos at NNLO with1338

the baseline MC.1339
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Figure 79: Correlations between experimental acceptance corrections and theory predictions.
The Figure shows that both for the CTEQ66 and MSTW1008NLO cases and for total W cross
section and W+/W− ratios, they are negligible (. 10%).

15.1.3 Higher Order QCD Corrections1340

Higher order virtual processes influence the W (Z) boson momentum and rapidity distribu-1341

tions. The fixed-order calculations implemented both by generators and integrators lead to an1342

unnatural dependence on the QCD factorization scale that must be quantified. The effect of1343

scale dependence of NNLO calculations is estimated and quoted as a systematic uncertainty.1344

FEWZ [8, 9] is used for those studies.1345

15.1.4 Electroweak Corrections and Final State Radiation1346

On top of higher order QCD corrections, we attempt to estimate the effect of Electroweak effects1347

not fully implemented in our baseline MC. The HORACE generator [58–61] is used which1348

implements both final state radiation and virtual and non-virtual corrections. Individual effects1349

are separated and final state effect are then compared to PYTHIA results. PYTHIA is used for1350

final state radiation in the POWHEG event generation.1351

15.2 Systematic error from muon momentum scale and resolution1352

The systematics due to the uncorrected bias in data is estimated by applying a bias in the MC
according to

p′T = f+(−)(pT, η)× pT (27)
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Quantity ∆CTEQ (%) ∆MSTW (%) ∆NNPDF (%) ∆sets (%) Syst. (%)
W+ acceptance (µ) ±0.7 ±0.4 ±0.5 0.6 (NNPDF-CTEQ) 1.3
W− acceptance (µ) ±1.1 ±0.7 ±1.1 0.9 (NNPDF-MSTW) 1.9
W acceptance (µ) ±0.7 ±0.4 ±0.6 0.4 (MSTW-CTEQ) 1.1
Z acceptance (µ) ±0.9 ±0.5 ±0.8 0.4 (MSTW-CTEQ) 1.2
W+/W− correction (µ) ±1.1 ±0.6 ±0.9 1.3 (NNPDF-MSTW) 2.1
W/Z correction (µ) ±0.6 ±0.4 ±0.5 0.6 (NNPDF-MSTW) 1.1
W+ acceptance (e) ±0.5 ±0.2 ±0.3 0.4 (NNPDF-CTEQ) 0.9
W− acceptance (e) ±0.9 ±0.5 ±0.8 0.8 (NNPDF-MSTW) 1.5
W acceptance (e) ±0.5 ±0.3 ±0.4 0.3 (MSTW-CTEQ) 0.8
Z acceptance (e) ±0.8 ±0.5 ±0.7 0.4 (MSTW-CTEQ) 1.1
W+/W− correction (e) ±1.0 ±0.5 ±0.7 1.1 (NNPDF-MSTW) 1.7
W/Z correction (e) ±0.6 ±0.3 ±0.4 0.6 (NNPDF-MSTW) 0.9

Table 24: Systematic uncertainties from PDF assumptions on estimated acceptances and accep-
tance correction factors after analysis cuts. Acceptances are referred to full phase space in the
W case and to 60 GeV < M`+`− < 120 GeV in the Z/γ∗ → `+`− case. ∆i denotes the uncer-
tainty (68% CL) within a given set i (i = CTEQ66, MSTW08NLO, NNPDF20). ∆sets corresponds
to half of the maximum difference between the central values of any pair of sets. The final sys-
tematics (last column) considers half of the maximum difference between central values plus
uncertainty, again for any pair of the three sets, plus remaining αS uncertainties.

Source W+ → eν W− → eν W+ → µν W− → µν

QCD-HO and ISR -1.30%±0.09 -0.78%±0.10 -1.39%±0.09 -1.17%±0.14
QCD-αs scaling 0.23%±0.22 0.37%±0.32 0.23%±0.22 0.37%±0.32
FSR 0.08%±0.17 0.07%±0.19 0.11%±0.12 0.01%±0.17
EWK 0.07%±0.13 0.21%±0.19 -0.02%±0.12 0.26%±0.17
Total 1.33% 0.90% 1.42% 1.26%

Table 25: Systematic uncertainties from various sources for both W boson charges and lepton
flavor.

where η is the pseudo-rapidity of the muon and f+(−)(pT, η) are the functions describing the1353

bias in data plus (minus) its error. The analysis on MC is repeated and the difference between1354

the two cases and the unbiased MC is quoted as systematic error due to the muon momentum1355

scale.1356

N.B. the MC is most probably biased itself. If the MC bias is not negligible with respect to1357

the one in the data (and its error) it should be first corrected and then the same method can1358

be applied. The idea is to apply a bias to the pT in the MC so that it becomes the pT in data1359

plus/minus error.1360

The systematics due to the difference in the resolution in the MC (used to estimate the accep-
tance) and in data can be estimated by smearing the pT of MC muons according to

pT,smear = pT,MC × Gaus(1, σadd) (28)

with
σadd = max

(√
σ2

data,plus − σ2
MC,

√
σ2

data,minus − σ2
MC

)
(29)

where σdata,plus(minus) is the resolution measured from data plus (minus) the error and σMC is1361
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Source Z→ ee Z→ µµ

QCD-HO and ISR ±0.6% ±0.6%
QCD-αs scaling ±1.1% ±1.1%
FSR -0.11%±0.24 0.18%±0.21
EWK -0.47%±0.22 -0.94%±0.20
Total 1.34% 1.58%

Table 26: Systematic uncertainties from various sources for Z bosons for both lepton flavor.

Source W+/W− (e) W+/W− (µ) Z/W (e) Z/W (µ)
QCD-HO and ISR 0.56%±0.13 0.22%±0.17 0.47%±0.17 0.70%±0.18
QCD-αs scaling 1.13%±0.63 1.13%±0.63 0.57%±0.52 0.57%±0.52
FSR 0.15%±0.27 -0.08%±0.19 -0.10%±0.30 0.15%±0.27
EWK 0.00%±0.27 0.28%±0.19 -0.70%±0.29 -0.98%±0.24
Total 1.27% 1.19% 1.03% 1.35%

Table 27: Systematic uncertainties from various sources for W+/W− and Z/W ratio measure-
ments for both lepton flavor.

the resolution in the MC. By repeating the analysis with the new smeared muon collection we1362

can quote as systematic uncertainty the difference with respect to the original MC.1363

N.B. We are assuming here two things: 1) the resolution in data plus its error is worse than the1364

resolution in MC; 2) the effect we get by smearing the MC is approximately the same than by1365

un-smearing it.1366

The acceptance is estimated using generator level information for the muons. To estimate the
error we use a MC where the muons were biased and smeared as explained in the previous
paragraphs. We take a conservative approach and we apply a bias opposite to the corrections
derived in appendix C. For the resolution we apply a smearing such that the resolution of the
MC matches the one measured on data plus its error. The resulting variation in the number of
Z bosons (NZ) passing the selection cuts is

NZ(using generated muons)− NZ(using smeared muons)
NZ(using generated muons)

= 0.5% (30)

In the case of the W → µν the same prescriptions are used, with the addition of correcting the1367

E/T for the change in the muons collection. The results show a slight increase in the acceptance1368

for the distorted muons and E/T are shown in table 28.

Boson systematic error on the acceptance
Z → µµ 0.5 %
W+ → µν all cuts −0.80%± 0.22%
W+ → µν all cuts but MT −0.72%± 0.21%
W− → µν all cuts −0.63%± 0.22%
W− → µν all cuts but MT −0.51%± 0.21%

Table 28: Systematic uncertainties on the acceptance from muon momentum scale and resolu-
tion for Z and W bosons.

1369
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15.2.1 Systematics error from alignment weak modes on Z and W1370

In this section we describe the steps that we have followed to estimate the systematic uncer-1371

tainty in the measurement of the Z mass and W transverse mass due to the possible misalign-1372

ments of the Tracker system.1373

The Tracker has been aligned using track based alignment procedure [62] [63] assuming as1374

input collision and cosmics tracks. Alignment strategies were widely tested during CMS com-1375

missioning with cosmics ray tracks [64], which provided the basis for this alignment. In the1376

reality there are several non-trivial transformations (weak modes) which can affect the geom-1377

etry of the Tracker, and since they are χ2-invariant, they can survive even after the alignment1378

procedure, if not adequately constrained. If uncorrected, they would produce unacceptable1379

systematic biases in physics measurements. For instance, an uncorrected systematic rotation1380

of the layers of the Tracker would introduce an artificial charge-dependent momentum asym-1381

metry to reconstructed tracks, given the use of magnetic bending to define the charge and1382

transverse momentum of a track.1383

Following the analysis described in [65], nine systematic distortions, modeled for the cylin-1384

drical Tracker geometry, have been considered, in ∆r, ∆φ, and ∆z as a function of r, φ, and1385

z. The introduction of these deformations on top of an aligned geometry and the consequent1386

re-alignment allows to spot the presence of possible weak modes in the geometry which was1387

not possible to solve with the current alignment procedure and track samples available.1388

These 3x3 independent modes of distorting the Tracker geometry are considered in this study.1389

We remove one of them (the curl) which was already shown not to be a weak mode and instead1390

consider a more complicated distortion which was studied in the charge ration analysis [66].1391

This so called reduced0.5 misalignment mode is built such that the resolution from muons re-1392

constructed in the resulting geometry is consistent with the one obtained with the STARTUP1393

geometry.1394

The data used in this analysis has been aligned with a set of alignment constants extracted1395

from a collection of cosmic and minimum bias data. We select the 8 base distortions plus the1396

reduced0.5 distortion as candidate weak modes and apply them on the Z and W Monte Carlo1397

samples, on top of the design geometry, to see the worse case scenario that one can face - that1398

of a distorted geometry even before trying to recover the distortion by following the alignment1399

procedure. A full re-reco of the Monte Carlo samples was performed to take into account the1400

effects of the different geometries on both muon and E/T collections.1401

Once re-reconstructed the muon collection for the 9 different distortion modes, we apply the Z1402

and W selection shown in this note and compare, for each of them, how the transverse invariant1403

mass differs from the original one obtained in the design scenario. The results are shown in1404

table 29
twist “reduced ∆κ”

resonance N µ (GeV) RMS (GeV) µ (GeV) RMS (GeV)
W+ 900 0.1 1.2 0.0 1.0
Z vs µ+ 300 -0.1 0.7 -0.0 1.1
Z vs µ− 300 0.1 0.9 0.2 1.1

Table 29: Number of selected candidates, mean and RMS for the deviation in the mass between
the twist and “reduced ∆κ” weak modes, and the design geometry.

1405

For the W we find that in 7 out of 9 distortion modes the transverse mass barely changes. In1406
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the so-called ”twist” mode there’s a large RMS, as one can see in Figure 81. The reduced0.5

Figure 80: W mass difference for positive charge bosons. Note that the points on the left of the
vertical dashed line must be compared with an ideal geometry scenario, while the reduced0.5
one must be compared with the startup scenario. Negative charged Ws give analogous results.

1407

mode does not show a big difference with respect to the startup scenario. The biggest effect is1408

coming from the “twist” mode which gives a deviation in the transverse mass of ∼ 100 MeV1409

and a smearing of ∼ 1 GeV with respect to ideal geometry. We can use this mode to get a1410

maximum estimation of the systematic uncertainty. For the Z we focus on the 4 modes that1411

produce the biggest effect and the result is shown in figure ??. Also in this case the mass is1412

almost unaffected, while the biggest change is in the resolution.1413

Results for the Z go here.1414
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Figure 81: Mean and RMS of the event-by-event difference in the Z → µµ invariant mass,
between several geometries and the design one. Note that “telescope” and “twist” modes must
be compared with an ideal geometry scenario, while the reduced0.5 one must be compared with
the startup scenario.

15.3 Luminosity1415

An error of 11% is assigned to the determination of LHC luminosity [67]. This systematic1416

uncertainty is in common to all our cross section measurements, and will be quoted separately1417

from other systematic errors.1418

15.4 Systematic uncertainty summary1419

The different sources of systematic uncertainties for muon channel and electron channel cross1420

sections are summarized in Table 30 and 31 respectively.1421

Table 30: Table of systematic uncertainties for the muon channels. Dashed entries are either not
applicable to the channel or negligible.

Source W channel (%) Z channel (%)
Muon reconstruction/identification 3 3.8

Trigger efficiency 2 0.8
Isolation efficiency 0.5 1.0

Muon momentum scale/resolution 1 0.5
E/T scale/resolution 0.5 -

Background subtraction 2 -
PDF uncertainty in acceptance 2 2
Other theoretical uncertainties 0.5 0.5

TOTAL (without luminosity uncertainty) 4.8 4.6
Luminosity 11 11

Table 31: Table of systematic uncertainties for the electron channels. Dashed entries are either
not applicable to the channel or negligible.

Source W channel (%) Z channel (%)
Electron reconstruction/identification 8.6 12.3

Trigger efficiency 0.7 < 0.01
Isolation efficiency 1.2 1.1

Electron momentum scale/resolution 2.1 -
E/T scale/resolution 1.9 -

Background subtraction 1.0 -
PDF uncertainty in acceptance 2.0 2.0
Other theoretical uncertainties 0.5 0.5

TOTAL (without luminosity uncertainty) 10.2 14.2
Luminosity 11.0 11.0



88 16 Results

16 Results1422

16.1 Cross Section Measurements1423

Wenu:37.7nb−1; Zee:53.2nb−1Wmunu:37.7nb−1; Zmumu:198nb−1;1424

We report in this Section the cross section measurements including the systematic uncertain-1425

ties evaluated in Section 15. Presented results are to be compared with theoretical predictions1426

summarized in Tab. 32, that contains standard model predictions at NNLO accuracy. The the-1427

oretical undertainty on the standard model predictions includes the scale uncertainty, deter-1428

mined by varying independently the factorization and renormalization scale (∆σµ in the table),1429

and the uncertainty due to the PDFs and to the value of αS used in the PDF fits (∆σPDF+αS in1430

the table). The PDFs and αS error has been determined conservatively at NLO for three PDF1431

sets, MSTW2008, CTEQ66 and NNPDF2.0, according to the prescriptions in [12, 68, 69] Errors1432

obtained in this way are then combined according to the PDF4LHC prescription [57]. PDF+αS1433

error and scale uncertainty are summed in quadrature to obtain the combined error (∆σNNLO1434

in the table)

process σNNLO (nb) ∆σPDF+αs (nb) ∆σµ (nb) ∆σNNLO (nb)
pp → W− → `−ν̄ 4.286 ± 0.218 ± 0.58 ± 0.226
pp → W+ → `+ν 6.152 ± 0.283 ± 0.78 ± 0.294
pp → W → `ν 10.438 ± 0.501 ± 0.136 ± 0.519
pp → Z/γ∗→ `−`+ 60 GeV < m`` < 120 GeV 0.972 ± 0.041 ± 0.011 ± 0.042

Table 32: Standard model expected W and Z cross sections with their theoretical uncertainty.
1435

In Section 5 the W → µν cross section was extracted. Adding systematic uncertainties, we
obtain:

σ(pp → W + X → µν + X) = (10.0± 0.8(stat)± 0.5(syst)± 1.1(lumi)) nb . (31)

Adding systematics uncertainties to the Z → µ+µ− cross section extraction from Section 6,
limited to the µ+µ− invariant mass interval 60 < mµ+µ− < 120 GeV/c2, we obtain

σ(pp → Z(γ∗) + X → µ+µ− + X) = (0.88± 0.10(stat)± 0.04(syst)± 0.10(lumi)) nb . (32)

The inclusive W → eν cross section from Section 12, including systematic uncertainties, is:

σ(pp → W + X → eν + X) = (9.4± 0.8(stat)± 1.1(syst)± 1.0(lumi)) nb , (33)

and the inclusive Z → e+e− cross section from Section 13, limited to the e+e− invariant mass
interval 60 < me+e− < 120 GeV/c2, is:

σ(pp → Z(γ∗) + X → e+e− + X) = (1.10± 0.26(stat)± 0.17(syst)± 0.12(lumi)) nb . (34)

Within the still large statistical uncertainty, the results are in agreement with NNLO SM cross1436

section predictions, and cross section measurements in the muon and electron channels are in1437

agreement.1438

The results in the two lepton channels are combined in the following way. First, the statistical
and systematic errors in the two channels are assumed to be uncorrelated (a good approxi-
mation, since the correlated pieces like PDFs and MET are small compared to lepton efficiency
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systematics), and the luminosity error is 100% correlated. Then the two results can be combined
via a weighted least squares average. The central value is given by:

σW = (σW,e/δσ2
W,e + σW,µ/δσ2

W,µ)/S , (35)

S = (1/δσ2
W,e + 1/δσ2

W,µ) (36)

and the statistcial and systematic errors of the combined result by

δσW = 1/
√

(1/δσ2
W,e + 1/δσ2

W,µ) . (37)

This results in the combined cross sections1439

σ(pp → W + X → `ν + X) = (9.8± 0.6(stat)± 0.5(syst)± 1.1(lumi)) nb . (38)

[WARNING: to be updated with the new Zmm cross section]

σ(pp → Z(γ∗) + X → `+`− + X) = (1.05± 0.17(stat)± 0.05(syst)± 0.12(lumi)) nb . (39)

The corresponding results for W+ → `+ν and W− → `−ν production are:

σ(pp → W+ + X → µ+νµ + X) = 6.7± 0.7(stat.)± 0.3(syst.)± 0.7(lumi.) nb,
σ(pp → W+ + X → e+νe + X) = 5.2± 0.6(stat.)± 0.6(syst.)± 0.6(lumi.) nb,
σ(pp → W+ + X → `+ν + X) = 6.0± 0.5(stat.)± 0.3(syst.)± 0.7(lumi.) nb.

σ(pp → W− + X → µ−νµ + X) = 3.6± 0.5(stat.)± 0.2(syst.)± 0.4(lumi.) nb,
σ(pp → W− + X → e−νe + X) = 4.2± 0.6(stat.)± 0.4(syst.)± 0.5(lumi.) nb,
σ(pp → W− + X → `−ν + X) = 3.8± 0.4(stat.)± 0.2(syst.)± 0.4(lumi.) nb.

16.2 Cross Section Ratios1440

The cross section ratio of W and Z is given by:1441

σ(W)/σ(Z(γ∗)) =
NW

NZ

εZ

εW

AZ

AW
.

Standard model expectation computed at NNLO are given in Tab. 33. The theoretical uncer-1442

tainty has been derived according to the same prescriptions described earlier for the cross sec-1443

tion predictions, having the ratio in this case as the observable under study. The scale uncer-1444

tainty was not calculated in this case.1445

The uncertainty from NW
NZ

is determined by combining the respective statistical errors of the
individual cross sections. The uncertainty from εZ

εW
is determined by the relative error in the

W signal efficiency. The uncertainty from AZ
AW

is determined from MC generator studies to be
2.6%. The two different decay channels are combined by assuming fully correlated uncertainty
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RNNLO ∆RPDF+αs

W+/W− 1.435 ± 0.044
W/Z 10.739 ± 0.043

Table 33: Standard model expected W+/W- and W/Z cross section ratios with their theoretical
uncertainty.

for the acceptance factor, with other uncertainties assumed uncorrelated. This results in the
measurements: [WARNING: to be updated with the new Zmm cross section]

σ(pp → W + X → µν + X)/σ(pp → Z(γ∗) + X → µ+µ− + X) = 9.7± 2.3(stat.)± 0.5(syst.) ,
σ(pp → W + X → eν + X)/σ(pp → Z(γ∗) + X → e+e− + X) = 8.5± 2.2(stat.)± 1.0(syst.) ,
σ(pp → W + X → `ν + X)/σ(pp → Z(γ∗) + X → `+`− + X) = 9.2± 1.6(stat.)± 0.5(syst.) .

The cross section ratio of W+ and W− is given by

σ(W+)/σ(W−) =
NW+

NW−

εW−

εW+

AW−

AW+

The uncertainty from NW+
NW−

is determined by combining the respective statistical errors of the
individual cross sections (accounting also for correlations in the yield ratio in the combined fit
performed for W → eν). The uncertainty from εW−

εW+
is determined from propagating uncertain-

ties in the regional efficiency correction factors into the efficiency ratio estimation; this results
in a 1.2% uncertainty in W → eν and a negligible uncertainty in W → µν. The uncertainty from
AW−
AW+

is determined from MC generator studies to be 2.9%. The two different decay channels
are combined by assuming fully correlated uncertainty for the acceptance factor, with other
uncertainties assumed uncorrelated. This results in the measurements

σ(W+ → µ+νµ)/σ(W− → µ−νµ) = 1.86± 0.31(stat.)± 0.05(syst.)
σ(W+ → e+νe)/σ(W− → e−νe) = 1.24± 0.21(stat.)± 0.04(syst.)

σ(W+ → `+ν)/σ(W− → `−ν) = 1.44± 0.18(stat.)± 0.04(syst.)
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Section 3 described the criteria adopted for muon identification. In particular, Eq. 1 described
the parametrization of muon identification efficiency as:

εID = εtrk × (εgbl+|εtrk+)×∏
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εi , (40)

where εtrk is the TRK muon efficiency, εgbl+|εtrk+ is the GLB muon efficiency given a TRK muon1626

with its selection cuts exists and εi is the efficiency of each of the remaining selection criteria1627

(applied on TRK and GLB muons) of the muon identification.1628

To achieve an overall muon ID efficiency fully based on data the best suited algorithm is the1629

so called Tag and Probe (T&P) method. It utilizes well known di-muon decays, for example1630

Z → µµ, to provide a statistically pure sample of probe objects. It pairs well identified muons1631

called Tags with the Probes (muon candidates).1632
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for this time being, we are forced to use an extraction of the muon efficiencies based on MC in1635

the momentum range of the EWK physics. However, in the lower tail of the muon pT spectrum1636

(10-30 GeV/c) there is an overlap with the momentum of the muons coming from the decay of1637

the Υ resonance. Profiting for the much larger Υ production cross section we can define this1638

low momentum range as a data-driven control region for the MC-based efficiency extraction.1639

Inside the control region Z and Υ probes have different kinematics; thus, a reweighting of the1640

probe spectra is needed; this method has been already applied in data, as it is explained in [70].1641

At integrated luminosity of ∼ 100 nb−1 we expect at best 5% statistical uncertainty of the cross-1642

section measurements. Thus we need to provide an estimate of the cut efficiencies with ac-1643

curacy at below the % level. More precisely, we need to make sure the relevant discrepancies1644

between the data and the MC are at below the % level or we need to be able to account for them1645

with this precision.1646

In the early analyzes we have to make use of a wider sample of muons than tentatively avail-1647

able in the signal samples. From them we are extracting the muon ID efficiencies and, com-1648

paring with MC, the correction factors which need to be applied to the analysis. The general1649

procedure for each of the selection variables (cuts) is the following.1650

• The muon momentum criteria are relaxed with the initial idea that muon properties1651

have no strong dependence on the transverse momentum. This is to be explicitly1652

verified by estimating the efficiencies as a function of pT and η. With the relaxed1653

selection the increase of the muon statistics is significant - the main contribution1654

being from QCD processes.1655

• All the muon ID selection criteria but the one under investigation are applied. This1656

makes the muon as close to the ones desired for physics analysis as possible. Ad-1657

ditional limited (and not correlated) selection could be applied serving the purpose1658

above.1659

• The variable under investigation is compared with MC. The difference in the fraction1660

of events under (above) the cut(s) applied in the selection is the first approximation1661

to the efficiency correction to this cut.1662

• An estimate of correlations between variables are to be directly obtained by counting1663

the accepted (rejected) events from each cut given that all the others passed and1664

comparing the outcomes with each other (and with the full selection). In addition1665

correlations are to be tentatively searched for. Taking these into account gives the1666

second approximation to the efficiency corrections.1667

This general algorithm is applied with necessary case-by-case modifications in the way de-1668

scribed below. What is important at the end are the relevant deviations from MC.1669

• TRK muon efficiency: A good quality standalone (STA) muon with a minimum1670

transverse momentum requirement (it could not be too low) is selected. “Good1671

quality” includes χ2/NDF, number of valid hits in the fit, no other STA muons,1672

no unused segments and impact parameter requirements. The lower part of the de-1673

tector is separately probed (as significantly less sensitive to cosmic muons). Then1674

if no TRK muon is found this is counted as TRK muon inefficiency (there are no1675

any requirements on the TRK muon). In addition, muons which are STA and GLB1676

(with quality cuts) but not TRK are counted separately (normalized to muons which1677

are STA and GLB). This latter definition should lead to consistently higher observed1678

efficiency.1679

• STA (GLB) muon efficiency: A good quality TRK muon with a minimum trans-1680
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verse momentum requirement is selected. It should pass all the TRK muon selection1681

requirements for the muon ID described earlier. There should be only one such a1682

muon in the event. Then if no STA (GLB) muon is found this is counted as STA1683

(GLB) muon inefficiency (there are no any requirements on the STA/GLB muons).1684

In addition, muons which are TRK and STA but not GLB are counted separately1685

(normalized to muons which are TRK and STA). This latter definition should lead1686

to consistently higher observed efficiency and gives the link to the full TRK*GLB1687

efficiency.1688

• Number of hits in the tracker track and number of pixel hits in the tracker track1689

- cuts efficiency: The general algorithm is directly applicable for each of the two.1690

However these cuts are unique for their role in rejecting decays in flight but also low1691

quality tracks. These have potentially strong Pt dependence which need to be closely1692

monitored - lower momentum discrepancy between data and MC does not necessar-1693

ily mean discrepancy for physics. In first approximation however we should take1694

the discrepancy from the low momentum estimate and plug it in the systematic er-1695

ror expectations. On the other hand we do expect that the “physics” muons will not1696

be so affected by these cuts This needs to be checked on tightly selected muons from1697

W and Z decays.1698

• Number of “matching” segments -cut efficiency: It could also be affected by lower1699

momentum discrepancies but in much lower degree. What is more probable is to1700

encounter an alignment discrepancy between the tracker and the muon chambers or1701

the muon chambers themselves. It could also point to magnetic field deviations or1702

(less probable) muon hit uncertainty deviations. Inefficiency regions of the detector1703

would also affect it. The efficiency procedure is directly applied.1704

• Number of muon hits and χ2/NDF in the GLB muon - cut efficiency: These are1705

other variables sensitive to the alignment of the detector and the rest of the cases just1706

mentioned. The efficiency procedure is directly applied.1707

• Impact parameter - cut efficiency: For well reconstructed muons from W or Z de-1708

cays the impact parameter with respect to the beam spot is expected to be well within1709

the applied cut. This is also to be verified on tightly selected muons from W and Z1710

decays.1711

Having collected enough data all efficiencies are to be parametrized as a function of η and pT.1712

Currently the only sensible separation possible is to provide estimations for the barrel, endcap1713

and the overlap regions. The numbers extracted from data and appropriate MC samples are1714

summarized in Tab. 34.1715

The correction factors to be applied to the muon reconstruction efficiency are obtained by as-1716

suming universal ratio of signal data and MC factors being valid for the current data and the1717

QCD sample as well, i.e. Corr = ε(data)/ε(ppMuX). The overall correction factor is obtained1718

by multiplying all the single ones according to Eq. 1. The uncertainties of the single cut factors1719

are summed in quadrature for the final result. However, as studies have shown, the match-1720

ing segments selection criterion could be overestimated due to the nature of the QCD samples1721

(data and MC). There is not negligible amount of punch-through particles reaching the second1722

muon station (and the matching segments is one of the ways to suppress them). To account for1723

this we investigated the effect of more stringent criteria like the presence of segment(s) beyond1724

the second station. This does provide better agreement but could be also a way to mask out1725

existing detector inefficiencies. For this reason we stay with the current estimate based on ask-1726

ing (as an additional requirement) for the existence of segment(s) beyond the first muon station1727
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matched tracker pixel muon χ2/NDF
chambers hits hits hits

data (|η| < 0.9) 95.7+0.7
−0.8 99.2+0.3

−0.4 99.5+0.2
−0.3 97.1+0.6

−0.7 98.5+0.4
−0.5

pp → µ + X (|η| < 0.9) 97.6± 0.2 99.7± 0.1 99.6± 0.1 99.3± 0.1 99.8± 0.1
W → µν (|η| < 0.9) 98.6 100.0 99.7 99.2 99.7

data (0.9 < |η| < 1.2) 99.0+0.6
−0.9 99.5+0.4

−0.8 100.0+0
−0.6 99.0+0.6

−0.9 100.0+0
−0.6

pp → µ + X (0.9 < |η| < 1.2) 98.3± 0.3 99.3± 0.2 99.7± 0.1 99.6± 0.1 99.9± 0.1
W → µν (0.9 < |η| < 1.2) 98.7 100.0 99.7 99.8 99.8

data (|η| > 1.2) 97.2+0.6
−0.8 99.8+0.1

−0.3 99.8+0.1
−0.3 99.0+0.4

−0.5 98.3+0.5
−0.6

pp → µ + X (|η| > 1.2) 98.8± 0.1 99.6± 0.1 98.8± 0.1 98.9± 0.1 99.7± 0.1
W → µν (|η| > 1.2) 99.5 99.9 99.8 98.5 99.7

Table 34: Eefficiency for each of the cuts, in %. The efficiency for each cut (column) is estimated
with all the other cuts applied as explained. These are shown for different data and Monte
Carlo samples and three |η| regions (muon barrel, endcap and overlap). The selection here
includes the following cuts: pT > 12 GeV/c, |η| < 2.1. The statistical errors from the Wµν

sample are smaller that the last significant digit.

which should be always the case for higher PT muons. We increase the upper bound of the un-1728

certainty by 0.3% to take into account possible deviations allowed by the test with the stringent1729

selection. For the final estimates we “symmetrize” the error bars, meaning we take the middle1730

of the uncertainty interval when quoting the correction factors and their uncertainties.1731

According to the Wµν sample the correlations between all the variables listed leads to an addi-1732

tional correction in the range (0.998, 1). This is to be verified on real signal muons but we do1733

not consider it here as it is well within the current uncertainty ranges.1734

The efficiencies to find a global or tracker muons have strong dependence on pT . These effi-1735

ciencies are generally well reproduced by MC for high pT muons. The TRK and GLB muon1736

efficiencies as estimated on the available samples are given in Table 2. These are not separated1737

in different η regions and the tracker muon part is based on a compromise with the minimal1738

momentum requirement (which is unavoidably too low for now). Nevertheless, these give an1739

estimate for the consistency between the data and MC. As the results show there are no dis-1740

crepancies but conservatively we take the largest possible difference, counting the error bars,1741

to be representative for the possible deviation coming from this source. This additional error1742

to the correction factor is estimated to be ±1.0% and applied to all the three η ranges.1743

The impact parameter selection contribution is negligible.1744

The resulting correction coefficients, accounting for the data and MC divergence in signal1745

muons are presented in Table 35.1746

|η| < 0.9 0.9 < |η| < 1.2 |η| > 1.2
Correction factors 0.980± 0.023± 0.010 1.00± 0.020± 0.010 0.975± 0.014± 0.010

Table 35: Correction factors for the muon ID efficiency. These are to be applied on MC muons
to obtain the “real” efficiencies. The first error is statistical, the second one is explained in the
text.

Comparison plots for η and pT distributions and data/MC ratio after the muon ID selection are1747

shown on figure 82. Normalization is to the number of data entries in the plots.1748
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(a) η distribution (b) pT distribution

(c) Ratio of data/MC η distributions (d) Ratio of data/MC pT distribu-
tions

Figure 82: Distributions after the muon ID selection (trigger is not applied). Uncertainties are
Gaussian.

B Muon trigger efficiency determination1749

B.1 Dataset1750

We use two dataset with 7TeV collision data for trigger efficiency study:1751

• JetMET Tau triggered events (EWK group skim)1752

• Minimumbias triggered events.1753

B.2 L1 DT Efficiency1754

The basic detection unit in the Drift Tubes, which initiate the local DT L1 trigger sequence, is1755

the DT cell. These cells are grouped in layers, having 12 of them per each DT station. The1756

layers are arranged in three quartets (called super-layers), two of them measuring phi and one1757

measuring the z (theta) coordinate. The local DT trigger collects the drift time information1758

from 4 layers of DT and calculates track-segment position, angle and time in each superlayer.1759

Results from the two phi-superlayers are combined, forming what is called as correlated trigger.1760

This local information in each MB station is sent to the DT Track Finder (DTTF), which forms1761

full tracks with defined pT, η and φ and a trigger quality assigment. The Global Muon Trigger1762

receives these candidates, after some ordering at the Muon DT Sorter.1763

The DT Trigger configuration used in the initial part of the 2010 collisions data taking is based1764

on requiring the presence of a segment in a phi superlayer, with signals in all 4 layers, in at least1765

two different MB stations, confirmed by a segment in a theta superlayer. This last requirement1766

is not applied in the case of MB4 stations, which do not have a theta superlayer.1767

In order to perform correctly, the timing of all cells in all DT layers must be finely synchronized,1768

in such a way that all hits belonging to a segment are properly assigned to it. A relatively1769
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good synchronization was already achieved during the different Cosmics data taking periods,1770

but a finer one is needed now, given the different pattern of muons coming from collisions.1771

According to the experts, the amount of muons needed for this task corresponds to a luminosity1772

of 100 nb−1.1773

Locally, at the level of a single station, the trigger efficiency is being studied extrapolating1774

good quality reconstructed muons from the interaction point to a given chamber, looking for1775

segments firing the trigger in the vicinity of it (in the same chamber). Results are still very1776

preliminary as statistics are still very poor to obtain the efficiencies chamber by chamber in a1777

reliable way.1778

In a more global way, the trigger efficiency is defined as the ratio of the number of offline1779

reconstructed muons matched to a L1 Muon candidate to the whole set of offline reconstructed1780

muons, in a given sample. Using this definition on two different data samples (Muon skim1781

and JetMettau skim) and selecting good reconstructed muons according to the VBTF baseline1782

selection, the trigger efficiency in the DT region (|η| < 1.2) is ε = 0.85± xxx1783

The L1 DT efficiency is shown in Figure 83 as a function of muon η. The result is compared to1784

the MC prediction for the L1 DT Trigger efficiency, using the Trigger Emulator on pp→ µX and1785

W Powheg samples.1786

Figure 83: L1 DT Efficiency as a function of muon eta.

A trigger candidate muon is matched to a reconstructed one if it lies in a cone of radius ∆R,1787

where ∆R =
√

(∆φ)2 + (∆η)2 < xxx. This distribution is shown in figure 841788



B.3 L1 CSC Efficiency 101

Figure 84: ∆R =
√

(∆φ)2 + (∆η)2 distribution assigning DT trigger muon candidate to recon-
structed muon.

B.3 L1 CSC Efficiency1789

B.3.1 Introduction1790

In this section we describe the performances of the L1 CSC Track Finder Trigger (CSCTF) [add1791

reference to the TDR]. The CSCTF performances in terms of angular resolution, φ and η muon1792

candidate assignment, and transverse momentum resolution, pT assignment, as well as trigger1793

efficiencies have been already part on extensive studies during the Cosmics data taking during1794

winter 2008 and the results have been published in [reference to the Jinst Paper].1795

We will now review the operational status of the CSCTF in light of the 2010 collisions data1796

recorded by CMS. In particular the studies reported are meant to investigate the CSCTF effi-1797

ciencies to trigger given a reconstructed object. Due to the nature of the analysis for the Z → µµ1798

and W → µν, we focused on the efficiency of triggering high quality reconstructed object, de-1799

fined in CMS jargon as global muon [reference to offline reconstruted muons note].1800

B.3.2 CSCTF Trigger Definitions1801

The CSCTF in the current configuration setup for the 2010 collisions data taking is able to1802

trigger on the coincidence of at least two stubs, called LCTs (Local Charge Tracks), whose dif-1803

ference in φ, ∆φ is less than 15 degrees and whose difference in pseudorapidity, ∆η is less than1804

0.075. In the CSCTF jargon, these pattern are referred to as “coincidence” triggers. In all the1805

track extrapolation, but in one special case, the CSCTF delivers trigger only if one of the LCTs1806

is coming from the second station, ME2, or the third station, ME3. This is the concept of key1807

station. The L1 CSCTF candidate track η and φ which are reported at the Global Muon Trigger1808

will be coming from ME2 or ME3. In the case both ME2 and ME3 have LCTs belonging to the1809

assembled track, the LCT in second station will be used to define the angular variable associ-1810
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ated to the L1 muon candidate trigger. The aforementioned special case is designed for tracks1811

with only 2 LCTs, one coming from ME1 and one from ME4: in this situation, the CSCTF logic1812

will use the information from the LCT in the first station to assign the track η and φ.1813

On top of the LCTs track assembling, CSCTF is currently set to trigger also on single stubs if1814

they are generated in the first (out of four) station, ME1. This latter configuration will allow1815

to improve the number triggers for low PT muons and it is of particular relevant for low PT1816

analyses.1817

Moreover the CSC is configured to send stubs up η = 2.5, above the fiducial cut at η < 2.1,1818

defined as such because of the strips ganging in the high pseudorapidity chambers in ME1, the1819

so labeled ME1/1a chambers [reference to CSC note].1820

B.3.3 Efficiency Definition1821

The CSCTF efficiency is defined as:1822

εCSCTF =
NCSCTF

Gblµ

NGblµ
, (41)

where NGblµ is the total number of global muons in the sample and NCSCTF
Gblµ is the number of1823

global muons which are triggerd by the CSCTF.1824

All the terms convoluted in this simple definition can be disantangled using the following1825

definitions:1826

• εCSCTF(coincidence)(η = 0.9 → 1.2) = εLCT × εDT × εTM × εCSCTF1827

• εCSCTF(coincidence)(η = 1.2 → 2.5) = εLCT × εLCT × εTM × εCSCTF1828

Thus the efficiency is naturally broken in two main blocks: one in the overlap region with Drift1829

Tubes (DT) muon system, εCSCTF(η = 0.9 → 1.2) where DTTF and CSCTF can exchange stubs1830

and one for the CSC only system, εCSCTF(η = 1.2 → 2.5).1831

While the terms εLCT and εDT will be studied by the relative subsystems, what we are going to1832

discuss in this section is the efficiency to match the CSCTF triggers and the reconstructed object1833

εTM and the efficiency to have fired one of the CSCTF pattern, εCSCTF.1834

B.3.4 Matching Algorithm1835

One of the most crucial tool in the trigger efficiency calculation is the development of an offline1836

matching algorithm able to match the L1 trigger information as closely as possible.1837

The simplest matching tool one could imagine consists in finding the closest trigger to the1838

reconstruted offline muon in ∆R cone, where ∆R =
√

(∆φ)2 + (∆η)2.1839

We have already seen that the L1 η and φ assignment varies with the number and location1840

of LCTs in the track extrapolation. Therefore, at the beginning we developed an algorithm in1841

order to select the best reconstructed hit (rechit) candidate from the standalone component of1842

the global muon fit. The algorithm was designed to scan all the available reconstructed hits in1843

the CSC chambers and rank them. The highest rank will be given, in order, to rechits coming1844

from ME2, ME3, ME1 and ME4. We know that one single LCT in a CSC chamber can have up1845

to 6 hits associated to it, each coming from one of the 6 layers of the chamber. To cope with1846

the multiple choices in a single chamber, the rank is assigned from the highest to the lowest to1847
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layer 3,4,2,5,1,6. This should guarantee a close match between the offline muon reconstruction1848

in the endcap and the L1 CSC Track Finder assignment.1849

The ∆R distribution for such algorithm is shown in figure 85.1850
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Figure 85: ∆R =
√

(∆φ)2 + (∆η)2 between the offline reconstructed muon and the L1 CSCTF
trigger.

The efficiency of a cut on ∆R are reported in Table 361851

Table 36: Efficiency as a function of a cut on the maximum ∆R:
∆R < X % global µ rejected

0.05 17.16
0.10 3.34
0.20 0.74
0.30 0.09
0.40 0.06
0.50 0.05

The analysis of the ∆R suggests a cut at 0.2 as best tradeoff between introducing artificial inef-1852

ficiency by tightening the cut and efficiency by relaxing it.1853

The investigation of the ∆R distribution for different η regions, shows some of imbedded fea-1854

tures of the CSCTF logic. Some of these distribution are shown in Fig. 86. In particular, one1855

could notice the ∆R distribution to get wider in the region around η 1.6. This is a known1856

CSCTF feature, as there is a nonlinear effect put in the logic by design. If a muon hits ME1/1,1857

the CSCTF always considers η to be larger than a value η 1.58. If it hits ME1/2, the CSCTF1858

always consider η less than this value. The chambers actually overlap in η, but this feature1859

saves some space in the PT LookUp Tables address memory.1860
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Figure 86: ∆R distribution for different η ranges. From left to right: ∆R(0.9 < |η| < 1.1,
∆R(1.5 < |η| < 1.7 and ∆R(2.1 < |η| < 2.3,

All the CSCTF logic nuances are difficult to be comprehensively encode in a simple ∆R match-1861

ing. In fact the current proposed cut of 0.2 is asking for a trigger matching in a very wide1862

window. Let us make some calculation to show how wide. From the Techincal Design Report1863

(TDR) [reference], we know that ME2 covers a region radially from 1.2 m to 7.0 m, and is 8.5 m1864

away from the interaction point. At R = 1.2m, ∆φ = ±0.2 is a 48 cm wide window, while1865

∆η = ±0.2 is a 53 cm wide window. At R = 7.0m, ∆φ = ±0.2 is a 2.8 m wide window and1866

∆η = ±0.2 corresponds to a 2 m wide window. All these windows are extremely wide, while1867

the muon trajectory can be known to better than a centimeter and the readout is the same for1868

the trigger and the reconstructed muon candidate.1869

It is evident that the matching algorithm cannot give satisfactory level of identification and1870

could result in an artificial higher efficiency. Therefore a new technique has been developed to1871

calculate the CSCTF matching to offline reconstructed muons.1872

B.3.5 Matching LCTs To Segments1873

Instead of looking at the higher level triggered object, namely CSCTF track candidates, the idea1874

is to associate to the segment composing the global muon its LCT, if any. This is made possi-1875

ble by looking at the digital information present both in the trigger and in the CSC readout.1876

With such technique one can exploit the high correlation between readout channels used in hit1877

construction and readout channel reported in LCT.1878

In Figure 87, the difference along the φ direction between a segment and an LCT in the same1879

chamber in term of half strip is shown. From the left to the right we show the difference for1880

all the segments, regardless if they belong to a global muon or not, for all the segments when1881

only one LCT present in the CSC chamber and the same distribution zoomed in the region1882

±15 hal f strips. The cut which will be used for the analysis is±10 hal f strips. Since the strip size1883

varies with the CSC chambers type, this cut corresponds to look for a match in φ in ±4− 15 cm.1884

In Figure 88, the difference along the η direction between the segment and the LCT is shown1885

in term of wire groups. As before, from the left to the right we show the difference for all the1886

segments, then for all the segments with only one LCT present in the CSC chamber and the1887

same distribution zoomed in the region ±15 wiregroups. The cut which will be used for the1888

analysis is ±5 wiregroups. The wire group size varies with the CSC chambers type, so this cut1889

corresponds to look for a match in η in ±8− 15 cm, depending on the CSC chamber.1890

By using this identification tool, we are capable to associate a segment to the global muon at the1891

cm level. Exploiting this powerful handle, we can now define a global muon as “triggerable”1892
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if two or more segments belonging to it are matched to an LCT. With such definition the term1893

εTM × εCSCTF can be re-written as:1894

• εTM × εCSCTF = εMatch × εMatch × εCSCTF1895

where εTM is the probability that given a segment this will be matched by an LCT.1896

B.3.6 Offline Reconstructed Muon Selection1897

All the results shown in this section are obtained with the dataset /MinimumBias/Commissioning10−1898

May6thPDSkimGOODCOLL− v1/RAW−RECO and using the official good run list from runs1899

132440 to 134987, for a total integrated luminosity of 0.99 nb−1.1900

The offline selection criteria for the global muons are:1901

• Have a standalone component1902

• Have a tracker component1903

• To be flagged as “GlobalMuonPromptTight”1904

• χ2/NDF < 101905

• |d0| < 2 cm1906

• At least one hit in the CSC subsystem1907

• At least two segments matched to an LCT, “triggerable” muon1908

These selection criteria provide with 34902 global muons to be used in the study. It is impor-1909

tant to notice that the two segments requirement is only applicable to CSC subdetector as this1910

matching tool works only for the CSC. Thus, the efficiency in the overlap region will results in a1911

CSC only efficiency measurement and may result in an underestimation of the trigger efficiency1912

in the overlap region with DT.1913

B.3.7 Efficiency Calculation1914

Finally the CSCTF efficiencies as a function of PT, η and φ are shown in Figure 89. The total1915

cumulative efficiency is 99.7%. The possible sources of inefficiency could be due to:1916

• LCTs do not actually pass the CSCTF extrapolation cuts1917

• LCTs pass the extrapolation of cuts but they are as away as 3 BXs, i.e. CSC-CSCTF1918

not synchronized1919

• Firmware features1920

The analysis of the data, showed that currently 0.01% of inefficiency comes from LCTs which1921

do not pass the extrapolation requirements. The remaining 0.02% is due to firmware logic1922

implementation. For instance, all tracks which have low PT quality assignment and are in the1923

edge of the sectors are removed. No LCTs passing the cuts and being out-of-time are found.1924

This is an additional proof of the fact that the CSC-CSCTF is an extremely well synchronized1925

system.1926

B.3.8 Conclusions1927

The presented study manifest a deep understanding of the CSCTF trigger mechanism as well1928

as it provides evidences for the need of matching tool which supersedes the more classical1929

∆R matching algorithm. We recommend the physics analyses to require at least two segments1930

present in their global muon in the endcap. This will guarantee trigger stability in the efficiency1931

calculation over the luminosity increases, which is approximately 99.7%.1932
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Figure 89:
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B.4 L1 RPC Efficiency1933

B.5 L1SingleMu7 Efficiency1934

Final L1 trigger efficiency in this study should be estimated on L1SingleMu7 bit, because this1935

L1 trigger is a seed for HLT Mu9 trigger path. This trigger bit requires pt threshold at 7 GeV1936

and L1 quality greater than 3.1937

The matching method which is desccribed in Section B.6.2 is used to calculate the L1 trigger ef-1938

ficiency. Offline global muon for the matcing is selected by the quality requirements which are1939

described in Section 4. As summarized in the section, the L1 efficiency is measured by two dif-1940

ferent selections: with isolation and without isolation respectively. ∆R(L1, o f f line global muon) <1941

0.3 is applied for the matching1942

εL1 =
Nmatching by L1

GLB (L1SingleMu7)
NGLB

(42)

(43)

Figure 90 shows the L1 trigger efficiency without isolation cut (left) and with isolation cut1943

(right) as a fucntion of offline muon pT. On the left plot, the red circle denotes the L1 trigger1944

efficiency on the data, and blue square indicates the L1 trigger efficiency on InclusiveMu15 MC1945

sample. The efficiency is determined by fitting the plateau of the efficiency distribution. The1946

right plot shows the red circle (data), the blue square (W+ MC), and the black triangle (W−),1947

respectively. In this figure, the L1 trigger efficiency is for overall η region. The fit results for1948

three split η regions are summarized in Table 4. We observe 93.1% without isolation cut and1949

86.7% with isolation cut for the scale factor between data and MC.1950
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Figure 90: Left plot shows the L1 trigger efficiency without isolation cut and right plot shows
the result with isolation cut. The trigger efficiency is for overall η region.

In addition, the L1 trigger efficiency is estimated on minbias triggered events with same method1951

and same quality cuts on the offline global muon. Only “without isolation” selection is applied1952

on the minbias sample. 87.7± 9.0% (data) and 85.1± 4.0% (MC) are observed. Figure 91 shows1953

the determined L1 trigger efficiency as a function of the offline global muon pT. On the figure,1954

the red denotes the efficiency on data and the black denotes the efficiency on MC.1955
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Figure 91: The plot shows the L1 trigger efficiency without isolation cut on minbias sample as
a function of the offline global muon. On the plot, the red denotes the efficiency on data and
the black denotes the efficiency on MC. The trigger efficiency is for overall η region.

B.6 HLT Efficiency1956

B.6.1 Introduction1957

In this section, we discuss the trigger efficiency measurement for HLT L2Mu9 and HLT Mu91958

trigger paths.1959

B.6.2 Trigger Efficiency Measurement Using Offline Muon Matching1960

To estimate the HLT trigger efficiency, the sample should be unbiased with muon trigger. The1961

jet triggered events or minimum bias triggered events are assumed orthogonal with the muon1962

trigger. Therefore the samples are used in this study. To find the sample with muons, we1963

require at least one global muon with muon id, which is described in Section 4 as quality cuts.1964

Then the trigger efficiency is determined by matching between muon trigger object and the1965

offline global muon using ∆R cut.1966

Matching criteria is that ∆R(L1, o f f line global muon) < 0.3, where ∆R =
√

(∆φ2 + ∆η2). To1967

calculate the ∆R, the offline global muon is propagated to the station 2, which L1 muon is1968

reconstructed in general. The propagation can be done by two different ways: the first one1969

is to propagate from the outermost position of inner track of the global muon (tracker track),1970

and the other choice is to propagate from the outermost postion of outer track (muon track).1971

More details are described in ??, and in this section, we use the former. Figure 92 shows the ∆R1972

distribution between L1 and offline global muon.1973

Same matching is applied for L2 and L3 muons to calculate the HLT trigger efficiency. The1974

criteria is dependent on the ∆R distribution, and ∆R < 1.2 for L2 and ∆R < 0.5 for L3 are used1975

respectively.1976

The trigger efficiency in this method is defined as follows:1977
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Figure 92: This plot shows the ∆R distribution. The red line indicates MC distribution, and
black triangle denotes data distribution. The comparison is in good agreement, and 0.3 cut is
applied.

εHLT L2Mu9 =
Nmatching L2

GLB (HLT L2Mu9)

Nmatching L1
GLB

(44)

εHLT Mu9 =
Nmatching L3

GLB (HLT Mu9)

Nmatching L1
GLB

(45)

where the Nmatching L1
GLB is the number of offline global muons matched by L1 muons (passing1978

∆R < 0.3 cut). The HLT Mu9 trigger efficiency w.r.t. L1 is measured by two different quality1979

cuts: without isolation and with isolation. Figure 93 shows the result of the HLT Mu9 trigger1980

efficiency on jet-triggered events. The format of the plot is same as Figure 90. In this figure, the1981

HLT Mu9 trigger efficiency is for overall η region. The fit results for three split η regions are1982

summarized in Table 4. We observe 97.2% without isolation cut and 96.2% with isolation cut1983

for the scale factor between data and MC.1984

(HLT L2Mu9 result will be added soon)1985

The HLT Mu9 trigger efficiency is also estimated on minbias triggered events with same method1986

and same quality cuts on the offline global muon. Only “without isolation” selection is applied1987

on the minbias sample. 90.1± 2.1% (data) and 95.7± 2.7% (MC) are observed. Figure 94 shows1988

the determined L1 trigger efficiency as a function of the offline global muon pT. On the figure,1989

the red denotes the efficiency on data and the black denotes the efficiency on MC. The result is1990

consistent with the observation on the jet-triggered sample.1991

In addition, same method is applied on Z → µµ MC sample. 93.2 ± 0.1% trigger efficiency1992

(L1+HLT) is observed on this sample, and the result is consistent with the trigger efficiency1993

determined by using the W → µν MC sample, described in Table 4. Figure 95 shows the result1994

of trigger efficiency on the sample as a function of pT (left) and η (right).1995
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Figure 93: Left plot shows the HLT Mu9 trigger efficiency (w.r.t. L1) without isolation cut and
right plot shows the result with isolation cut. The trigger efficiency is for overall η region.

Figure 94: The plot shows the L1 trigger efficiency without isolation cut on minbias sample as
a function of the offline global muon. On the plot, the red denotes the efficiency on data and
the black denotes the efficiency on MC. The trigger efficiency is for overall η region.
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Figure 95: The plot shows the trigger efficiency (L1+HLT) on Z → µµ MC sample.

B.6.3 Trigger Efficiency Measurement Using Tag and Probe Method1996

In this section, the trigger efficiency is estimated by using the tag and probe, which is a generic1997

data-driven method. More details are described at (cite).1998

The method will exploit Z to dimuons, but currently the channel has too small statistics. In-1999

stead, we use J/Psi peak to run the tag and probe, and try to estimate the HLT Mu3 trigger2000

efficiency on the peak. We are trying to switch by Upsilon peak.2001

The following result is done by using J/Psi skimmed sample with good runs from 132440 to2002

134987. The requirements for tag and probe muons are as follows:2003

• common requirement on tracker track for both: number of valid hits > 11, number2004

of pixel hits > 1, chi2/ndof < 5, |d0| < 2, |dz| < 202005

• tag muon only: global muon, chi2/ndof < 20, matched to HLT L1MuOpen2006

• probe muon only:2007

and the figure 96 shows the estimated trigger efficiency by tag-and-probe on J/Psi resonance.2008

Figure 96:

There is another tag and probe tool in Z → µ+µ− cross section package, and the estimation2009
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can be done in parallel to the above generic tag and probe tool. As described in Section 6,2010

currently we find 5 Z candidates in dimuon channel, and the estimated trigger efficiency from2011

the candiates is 89+10
−24%.2012

(more descriptions will be added)2013

B.6.4 Trigger Efficiency Measurement Using MC-based Method2014

The trigger efficiency based on W → µν MC sample will be discussed in this section. The2015

efficiency definition of this method is as follows:2016

εHLT Mu9 =
Npresel(HLT Mu9)

Npresel
, (46)

where Npresel denotes the number of total events passing standard preseletion, described in2017

Section 5 on W → µν MC sample, and Npresel(HLT Mu9) denotes the number of events passing2018

both the preselection and HLT Mu9 trigger path. Trigger object in HLT Mu9 is matched to the2019

offline muon in the event and trigger efficiency is estimated as a function of offline muon pT2020

and η.2021

Figure 97 shows the results for the method. Top two plots show the results on Wplus MC2022

sample and bottom two plots show the results on Wminus MC sample.2023

Figure 97:

C Determination of muon momentum scale and resolution2024

C.1 Calibration of muon momentum using di-muon resonances2025

The first method relies on di-muon resonances and is based on an unbinned multivariate like-2026

lihood fit. The fit determines the correction to the muon pT such that the corrected mass2027
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parameter value±error
a0 1.0019 ± 0.0008
a1 (−4± 2)× 10−4 c/GeV

Table 37: Results of the scale fit on 15nb−1 of integrated luminosity using J/ψ resonances.

distribution better matches the reference model. The reference model takes into account the2028

background and the effects of detector resolution on an event by event basis using the full in-2029

formation from both muons. The method is described in full detail in [71]. In 0.1 pb−1 we do2030

not have enough Z → µµ events to directly perform a measurement, therefore we use lower2031

mass resonances (J/ψ, Υ) and extrapolate to the higher pT range of muons from Z and Ws. The2032

few O(100) Z → µµ events we expect are used to further constrain the measurement in the2033

higher pT range.2034

Performing a calibration of the muon momentum scale using J/ψ resonances with 15nb−1 of
integrated luminosity a scale bias is found and it is corrected at first order using the function:

p′T = (a0 + a1 pT) · pT , (47)

with the parameters reported in Table 37. The effects of the correction on the J/ψ mass peak2035

are shown in Figure 98.

Figure 98: (Left) J/ψ mass distribution as measured with 15nb−1 of integrated luminosity using
the selection discussed here [72]. (Right) Same distribution after the correction of the momen-
tum scale using the functions and parameters discussed in the text.

2036

The function describing the measured muon momentum resolution is:

σ(pT)
pT

=
{

c + b1η2 for |η| ≤ b0
b2 + b3(|η| − b4)2 for |η| > b0

,

where c is such that the function is continous and the other parameter values are shown in2037

Table 38. The results for the transverse momentum resolution are shown in Figure 99 where2038

they are compared with the muon resolution in the MC used to compute the acceptance. We2039

will use the difference to compute the systematics due to the muon momentum resolution on2040

the cross section measurements. The method and the resulting systematic error are detailed in2041

section 15.2.2042
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parameter value±error
b0 1.66 ± 0.09
b1 (5.8± 0.9)× 10−3

b2 (2.1± 0.2)× 10−2

b3 (3± 3)× 10−2

b4 1.8± 0.3

Table 38: Results of the resolution fit on 15nb−1 of integrated luminosity using J/ψ resonances.

Figure 99: Resolution on transverse momentum as measured with 15nb−1 of integrated lumi-
nosity (black line) compared to the MC resolution (red points). The grey bands represent the
error on the fitted function computed from the errors on the parameters.

C.2 Analysis of tracker tracks vs standalone muons residuals2043

The second method is based on the residuals between tracker tracks and standalone muon2044

segments. Tracker tracks are propagated to the barrel muon chambers and residuals are com-2045

puted as the difference between the measured segment and the intersection of the track with2046

the chamber surface. The mean of the Gaussian fits to the distribution of residuals in bins of2047

κT = q/pT depends on the momentum scale of tracker tracks. In case of no bias the mean2048

values are expected to be compatible with zero. Any deviation depends on the bias in the2049

muon transverse momentum. This method can be used both with cosmic and collision muons2050

and it covers the mid-high pT spectrum (& 40-50 GeV/c, limited by the actual statistics, study2051

ongoing).2052

The data show a linear trend of the mean of residual gaussian fits vs q/pT which can be inter-
preted as due to a bias of the form p′T = (1 + k) · pT. An example of the residual distribution is
shown in figure 100. This kind of bias is applied to tracks in CMSSW by changing the Trajecto-
ryStateOnSurface of the Tracker and propagating them with the full reconstruction algorithm
to the muon chambers to compute the effect such a distortion has on the residuals as a function
of k. The relation found is slope = (0.0016± 0.0010) + k · (589.4± 1.4)(cm·GeV), where slope is
the slope of a line fitted to the distribution of residuals vs q/pT. When performing the same fits
on data the slope varies depending on the muon chamber considered. We take the one show-
ing the biggest effect and set an upper limit to the momentum bias. The biggest slope found is
2 cm·GeV and the corresponding value of k is found to be:

k = 0.0031± 0.0005 (stat) (48)
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(need to estimate the systematic error from the toy MC approximation).2053

Figure 100: Residuals distribution vs q/pT for chamber 0 1 10 with results from a linear fit.

C.3 Cosmics end-point method2054

The third method relies on the cosmic muon flux spectrum. The spectra of positive and nega-2055

tive muons as a function of the transverse curvature κT die off as the momentum approaches2056

infinity. The shape of this distribution (studied for pT > 200 GeV/c) will be significantly dis-2057

torted by a (constant) curvature bias. Therefore, we can use the distinct shape of this distri-2058

bution to fit for the curvature bias in high momentum tracks. The details of the method are2059

documented in [73]. The sample used for the study consistes in the CRAFT 10 muons recon-2060

structed with ICHEP geometry for the Tracker and hardware geometry for the muon chambers.2061

The bias extracted is δκT = 0.045± 0.022 c/TeV. This result can be used as the best estimate of2062

the curvature bias at high momentum.2063

C.4 Measurement of momentum scale using muons from W bosons2064

The fourth method measures muon momentum scale and resolution as described in the Analy-2065

sis Note [74]. It relies on the good precision and robustness of the MC generation of electroweak2066

bosons, W and Z. In this case the W boson is used. Given the muon transverse momentum dis-2067

tribution from Ws from collisions, we fit to it the MC modifying the muon pT depending on2068

some parameters, in order to find the values of the parameters describing the data. This is done2069

changing the muon transverse momentum with a resolution term (σκT ) and a scale factor (δκT )2070

applied on the variable 1/pT. The fit is implemented via a binned log-likelihood method. The2071

algorithm is tested using MC events acting as collision data. The sensitivity after this test for a2072

100 nb−1 data sample (around 400 W bosons) is 0.75 (c/TeV) for the resolution term and 0.222073

(c/TeV) for the scale factor. In Fig. 101 (left) the pT distribution for the muons selected with the2074

W-baseline selection for the first Y nb−1 of data is shown, compared with a reference W MC2075

(POWHEG). In Fig. 101 (right) we can see the muon pT distribution once the method is applied2076

and the fit performed (comments on the figure). In Fig. 102 the log-likelihood for the resolution2077

and scale terms is shown. (comments on the figure. This figure could be removed).2078

Studies about the theoretical uncertainties affecting the distributions of muons from W bosons2079

have also been carried out. The most important one at this level is the ISR effect. Using a2080
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Figure 101: Muon pt distribution for data (black) and non-distorted MC (blue) (left). Muon pt
distribution for data (black) and best fit to data (red) (right).

Figure 102: Log-likelihood curve for the resolution term (left) and the scale factor (right).
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reweighted sample from PYTHIA, changing the parameter PARP(64) from 0.2 to 0.1 [75, 76],2081

we have observed a distortion in the pT distribution such that the resolution term is 0.66 c/TeV2082

and scale factor 0.18 c/TeV when applying this method. Consequently, for effects lower than2083

this values we would not be able to distinguish a possible scale/resolution effect from ISR2084

effects.2085

D Distributions of the selection variables for Z → µ+µ−
2086

In Figures 104, 105, and 106, we show the distributions of the muon legs of the Z candidates2087

for the kinematical, quality, and isolation variable used in the signal selection. Distribution in2088

data is superimposed to expectation from MC, normalized to the nominal luminosity of the2089

data sample.
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Figure 103: Distributions of kinematic variables for the muon legs of the Z → µ+µ− candidates.
All cuts, except on the plotted variable, for the Z → µ+µ− selection have been applied. Black
points: data; histograms: MC samples normalized to the nominal luminosity of data.

2090

E Cross-checks of background estimates for Z → µ+µ−
2091

The fake rate method is described in detail in [77]. The method involves extracting from a2092

background enriched sample the efficiency ε f ake, parametrised in pT and η, for loosely defined2093

“fakeable objects” to satisfy selection requirements. This efficiency or fake rate is then applied2094

to the set of fakeable objects found in the sample for the cross section measurement in order to2095

construct a background prediction. We use this technique to perform a data-driven cross-check2096

of the Monte Carlo estimates for QCD background. To obtain a background enriched sample,2097

we consider events triggered by HLT Jet15U. We define the fakeable object as a tracker track2098

with pT > 10 GeV/c, and the estimated fake rate is on the order of 10−3. In the fake rate applica-2099

tion, we consider pairings of a well identified muon with a fakeable object in events triggered2100

by HLT Mu9 and give these events a weight of ε f ake/(1− ε f ake). To reduce contamination from2101

signal events, we require that the fakeable object fails muon selection requirements. The se-2102

lection of a muon plus a fakeable object inherently double counts events where a pair of jets2103

fake leptons. However, this is predominantly the way which the QCD background contributes,2104
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Figure 104: Distributions of quality variables for the muon legs of the Z → µ+µ− candidates.
Only kinematical and isolation cuts have been applied. Black points: data; histograms: MC
samples normalized to the nominal luminosity of data.

hence we scale our predictions by 1/2. The value of predicted background from this cross-2105

check is work in progress.2106

Low-purity categories of di-muon candidates allow us to obtain an estimate of background2107

from several sources (see [30]). The di-muon candidates that pass all requirements described2108

above, but with one or both muons failing the isolation criterion, provide a sample that has2109

roughly a signal-to-background ratio around 1. The background in this sample is almost purely2110

QCD. In the data sample, which has an integrated luminosity of 17.8 nb−1, no events are ob-2111

served in this category. From simulation we expect 0.40 background events and 0.30 signal2112

events. We can make a conservative estimate of the QCD background by assuming that no2113

signal is expected and set a 95% C.L. upper limit of 3.0 events [78]. Simulation predicts that the2114

probability for a QCD event to pass the full Z → µ+µ− selection, including the isolation cuts,2115

is ∼1/100 of the probability to enter this low-purity sample that allows non-isolated muons.2116

Thus we set an upper limit on the QCD background in the high-purity sample for the cross sec-2117

tion measurement at 0.03 events. This value is close to the expectation from MC for the QCD2118

background listed in Table 11. With a larger data sample, we will be able to extract a better2119

estimate of QCD background from the low-purity category by a maximum likelihood fit to the2120

mass distribution.2121

We also consider another low-purity sample where di-muon candidates are composed out of2122

a muon passing full selection requirements, and an isolated track. From simulation we expect2123

0.18 background events and 0.02 signal events in the analyzed data sample of 17.8 nb−1. The2124

primary contributors to the background are QCD events (30% of the sample) and W → µν (40%2125

of the sample). In the data, we observe zero events. Similarly to what was done for the non-2126

isolated low-purity sample, we can place the upper limits on each of these two backgrounds,2127

the QCD and W → µν, at 3 events at 95% C.L. To propagate the limit for the QCD background2128

to the sample with the full selection, we apply the factor ∼1/30, derived from MC, and obtain2129

the upper limit of 0.1 events. This is a weaker bound than the one derived from the non-isolated2130

sample.2131

For the W → µν case, the scale factor for extrapolation to the high-purity sample is ∼1/100.2132
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Figure 105: Distributions of quality variables for the muon legs of the Z → µ+µ− candidates.
Only kinematical and isolation cuts have been applied. Black points: data; histograms: MC
samples normalized to the nominal luminosity of data.

This leads to the 95% C.L upper limit on the W → µν background of 0.03 events. The prediction2133

from the simulation is about 0.005 (W → µν entry in Table 11 scaled by luminosity).2134

F Additional studies to subtract QCD bck. and extract W signal2135

Performance studies of the template fitting on MT2136

The performance of the method presented in section 5 is established by fitting 100 pseudo-data2137

samples of 100 nb−1, simulated by MC in conditions close to the experimental ones. These tests2138

were done using for the QCD template the MC prediction and not any data-driven templating2139

and it was finally the case with the real data. The cross section is determined with a statistical2140

relative uncertainty of ∼ 5%. The systematic uncertainty due to the method in this case, is2141

bound to be smaller than 1%. For illustrative purposes, Figure 107 (left) shows the expected2142
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Figure 106: Distribution of the tracker isolation for the muon legs of the Z → µ+µ− candidates.
All cuts, except on the plotted variable, for the Z → µ+µ− selection have been applied. Black
points: data; histograms: MC samples normalized to the nominal luminosity of data.

MT distribution from one 100 nb−1 pseudo-data sample. The relative contributions from the2143

different processes and their respective MT templates derived from high statistics MC are also2144

shown. The right plot of the Figure presents the result of the fit and the ratio with respect to2145

the fake-data sample.

Figure 107: An example of fake-data sample distributions, the simulated luminosity is Lint '
100 nb−1. Left: reconstructed mass in the transverse plane of events passing the W → µν se-
lection (including the isolation cut) (black dots). Individual contributions from W signal (pink
squares) and QCD background (green triangles) are also shown together with the templates de-
rived from high statistics MC. Right: result of the fit to a sum of the three contributions. Black
dots are data and the solid histogram is the result of the fit. The E/T reconstruction algorithm
applied is TcMET.

2146
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ABCD method on (MT vs Isolation)2147

An alternative way to estimate QCD background starts from the assumption that for all events,2148

the MT and muon isolation variables are uncorrelated. The number of background events in2149

the signal region is estimated by counting events in control regions, with either low MT or high2150

isolation, once events from W decays are accounted for. In practice it resembles very much a2151

template method, with a reduced number of bins in MT, and making use of the non-isolated2152

part of the data to model the isolated part (Uff). The boundaries defining the signal region are2153

set to MT > 50 GeV and Irel
comb < 0.15.2154

Figure 108 shows the experimental distribution of reconstructed transverse mass versus rela-2155

tive combined isolation for the events passing the W → µν selection criteria except the Iso-2156

lation one. The limits of the signal and background regions are also shown in the plot. Tests2157

done with pseudo-data samples of 100 nb−1 luminosity, generated according to theoretical2158

cross sections and in the same conditions as expected with data prove the good performance2159

of the method. The expected statistical uncertainty is of the order of 4.5% for 100 nb−1 sample.2160

Possible systematic uncertainties arise from weak correlation existing between the working2161

variables. Checks performed with the pseudo-data samples show that bias smaller than 1%.

Figure 108: Reconstructed transverse mass versus combined isolation distribution for events
with a high pT (pT > 25 GeV/c) muon (Lint = 16nb−1). The limits of the A, B, C and D regions
are represented in the plot with the solid lines: MT = 50 GeV, Irel

comb = 0.15.
2162

Simple counting of events2163

Due to the limited collected luminosity, statistical uncertainty will be the dominant source of2164

error in the W cross section determination, and therefore the possibility to evaluate remaining2165

background from MC, after extensive validation with experimental data is also considered.2166

Contribution from EWK processes (Z → µ+µ−, W → τν, Z → τ+τ−) are taken from MC2167

expectation. They are determined to be YY ± delta-YY events in the signal region, where the2168

error includes the uncertainty due to the theoretical assumptions in the predictions etc.2169

To set the level of QCD background, a control sample is defined selecting events with only one2170

good muon and muon pT > 20 GeV/c (could be lowered down to 15 GeV/c) in the fiducial2171

region |η| < 2.1. The contribution from the non-isolated region (combined isolation ¿ 0.1) in2172

data would be compared with the MC expectation and the background shape in the signal2173

region is normalized according to this ratio.2174
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1D Template fitting on Isolation distribution2175

A similar procedure can also be followed by fitting the distribution of the other most discrim-2176

inant variable, isolation. A combined Isolation variable (sum of the pt of the tracks plus sum2177

of the energy in the calorimeters in a cone of radius 0.3 around the muon) is used. W signal2178

template is derived from MC simulation and the same template is used for the rest of EWK2179

processes as the isolation distribution is expected to be very similar to the signal one. The ratio2180

of the yields of EWK processes with respect to the signal one are kept fixed to their theoretical2181

value. The template used for the QCD background is also taken from MC. The statistical error2182

in the determination of the W cross section is of the order of 5%. The systematic uncertainty due2183

to the fitting procedure is of the order of 1% and takes into account effects due to the modeling2184

of the templates, the EWK subtraction, isolation |η| dependence and the fit range.2185

1D parametrized fit on Isolation distribution2186

A 1D parametrized fit was also explored. The variable used in this method is the total trans-2187

verse energy in a 0.3 cone around the muon direction (Σ(ET)). It is the sum of the combined2188

isolation variable (tracker+calorimeter) and the transverse calorimeter energy in the veto cone2189

which is used in the CMS standard reconstruction isolation calculation. The calorimeter en-2190

ergy in the veto cone is mainly dominated by muon energy deposit, which has roughly 1/ sin θ2191

dependence in barrel, and 1/ cos θ dependence in the forward region. We corrected the calor-2192

imeter energy in the veto cone for this geometric dependence so that the Σ(ET) variable has2193

uniform distribution over muon pseudorapidity.2194

The signal contribution is mainly driven by the muon energy deposition in the calorimeter2195

and it is modeled with a Landau function convoluted with a Gaussian resolution function.2196

Background contribution does not exhibit any particular behavior and it is parametrized with2197

a general function, xα exp (β
√

x). The shapes of both signal and background were determined2198

with high statistics MC except that the mean of signal Landau peak was allowed to be floating.2199

The Σ(ET) distribution in the region close to zero exhibits a non smooth behavior mainly due to
the Zero Suppressed readout of calorimeters thus the functional definition starts above 0.5 GeV
but the events in [0, 0.5] are included in estimating total yields. The expression we have used
to determine the W yield is as follows:

N0(< 0.5 GeV) + Nfit(> 0.5 GeV) = (1 + r(Nτν/Nµν)) ∗ NWsig + NDrell Yan + Ntt̄ (49)

The contribution due to Z → µ+µ− and tt̄ are estimated with MC and the contributions due2200

to Z to tau tau and W to tau nu are normalized to that of the processes Z to mumu and the2201

signal one W mu nu. We perform an extended unbinned maximum-likelihood fit over the2202

positively charged muon sample and negatively charged muon sample to determine both the2203

total signal yield and the charge ratio between W+ and W− simultaneously. The result of the2204

fit for a Lint=14.2 nb-1 collected data is shown in Figure 109. The fitted W yield is NW =2205

41.5 ± 6.6 ± 0.6. The fitted background yield is zero. Systematic error is mainly due to the2206

uncertainty in ttbar and DrellYan subtraction. A conservative 20% variation in MC predicted2207

yields due to luminosity, efficiency, cross sections (NLO used), is taken.2208

In addition to the standard selection described in a previous section, tests with relaxed MT2209

and angular cuts are also done. n this case the remaining QCD background level in a signal-2210

dominated region (0< Σ(ET) < 6 GeV) is higher (∼ 9%) but nonetheless, the background level2211

can be better adjusted as the fit is less affected by lack of statistics in the background region2212

(high Σ(ET) values). Figure 110 shows the result of the fit in this case. The fitted signal yield is2213

NW = 46.1± 7.4± 2.4. In this latter case, additional sources of systematic were studied:2214
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Figure 109: Result of the fit of the isolation distribution to a sum of three components (W signal,
EWK background and QCD background).

• We extended the counting region from 0.5 GeV to 0.8 GeV, refitted the data and took2215

the difference in fitted results as systematic errors.2216

• We extended fitting region from 20 GeV to 25 GeV, refitted the data, and took the2217

shift in fitted results as systematic errors.2218

• Modeling of signal shape. In the fit the mean of the Landau signal shape was al-2219

lowed to be floating. We selected good muons with selections |η| <2.1 and 15 GeV/c <2220

pT < 20 GeV/c from both data and QCD MC. We fitted the calibrated transverse2221

muon energy in both data and MC with the signal function. The width of the Gaus-2222

sian resolution function in data was fixed to the MC expectation. We found that in2223

data the Landau mean was about 170 MeV lower and the Landau width was 45 MeV2224

wider than in MC. We increased the width of the signal Landau function by 45 MeV2225

and refit the data. The difference in the fitted results were taken as systematic errors2226

due to modeling of signal shape.2227
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Figure 110: Result of the fit of the isolation distribution to a sum of three components (W
signal, EWK background and QCD background). MT and acoplanarity cuts are relaxed, so the
background level is higher.

• Background shape modeling. We defined a control region by selecting events with2228

only one good muon and muon pT > 15 GeV/c and |η| < 2.1 and MT < 30 GeV/c2.2229

In this region, QCD events dominate. We compared the Σ(ET) distributions between2230

data and MC. The difference was used to scale the background function and refit the2231

data. We took the difference in the fitted results as the systematic errors due to2232

modeling of background shape.2233

G Alternative Methods for the extraction of the Wev signal2234

In this section we describe additional electron-channel W extraction techniques. These methods2235

provide valuable cross-checks on our primary signal yield estimates. The techniques share2236

several sources of systematic uncertainty, which we review in Section 12.3.2237
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G.1 ABCDE2238

The ABCD method used in the electron channel builds upon the nominal technique [79]. We2239

separate a signal-rich region from background control regions using E/T and Isotrk, which pro-2240

vide good signal/background discrimination and are only loosely correlated. Additional dis-2241

criminating variables have been explored (e.g.: Isoecal and σiηiη) and while these perform nearly2242

as well as Isotrk, the latter exhibits the least correlation with E/T in Monte Carlo studies. We will2243

finalize our choice of discriminating variable with results from an equivalent study performed2244

in data.2245

We extend the baseline ABCD method to include a fifth region, E, that contains events with2246

Isotrk larger than the WP80 selection. Figure 111 sketches the regions used in the extended2247

“ABCDE” technique. Region E limits the contribution of poorly reconstructed tracks to the2248

regions used for signal extraction.2249

Figure 111: Illustration of ABCDE boundaries.

We define signal efficiencies for the high E/T and low isolation regions :2250

Ni = Si + Bi (50)

ε
sig
A =

SA

SA + SB
(51)

ε
sig
D =

SD

SD + SC
(52)

ε
sig
A+B =

SA + SB

SA + SB + SD + SC
(53)

and assume that Isotrk and E/T are uncorrelated for QCD background. This results in equal2251

QCD efficiencies :2252

ε
qcd
A =

QCDA

QCDA + QCDB
(54)

ε
qcd
D =

QCDD

QCDD + QCDC
(55)

ε
qcd
A = ε

qcd
D (56)
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Using the above equations, we solve for the total number of signal events (S) in regions A+B+C+D2253

:2254

aS2 + bS + c = 0 , where (57)
a = εA+B(εA+B − 1)(εA − εD) (58)
b = NA(1− εA+B(1− εD) (59)

+NCεAεA+B (60)
−NBεC(1− εA+B) (61)
−NDεA+B(1− εA) (62)

c = ND NB − NANC (63)

Optimal values for the E/T and Isotrk boundaries are determined by simultaneously minimizing2255

the bias and relative statistical uncertainty of Monte Carlo signal estimates. A choice of Isotrk2256

boundary of 0.027 for electrons in the barrel and 0.02 for electrons in the endcaps was found2257

to minimise the bias (less than 1% whilst keeping the statistical uncertainty to around 6%.2258

This procedure uses a “pseudo-data” sample comprised of QCD and W signal Monte Carlo2259

normalized to 0.198 pb−1. Figure 112 shows estimated signal yields versus truth for a range2260

of E/T. These plots suggest an optimal value for the E/T boundary separating regions A from B2261

and D from C of 24 GeV, which is consistent with results from our minimization procedure.2262

Figure 112: ABCD Boundary Optimization. We optimize E/T boundary definitions by minimizing
the bias (left) and relative statistical uncertainty (right) of signal yield estimates in 0.198 pb−1 Monte
Carlo. Vertical lines indicate our boundary choices.

The biases in Figure 112 are on the order of a few events for most of the E/T ranges shown,2263

confirming that these variables are largely uncorrelated. Table 39 lists the true number of sig-2264

nal/background events and corresponding ABCDE estimates for each optimally defined region2265

in our pseudo-data sample. Predicted signal yields agree with Monte Carlo truth.2266

We apply the ABCDE method to 198 nb−1 and estimate a signal yield of 741.3 ± 58.6 events.2267

Using PYTHIA acceptance and efficiency estimates, we determine σ(W)×BR(eν) = 8.5 ± 0.7 (stat)2268

from events in the full acceptance region.2269

Systematic uncertainty on ABCDE-predicted yields arises from correlation between the dis-2270

criminating variables in background, from signal contamination of the background control re-2271

gions and from uncertainty in our signal efficiencies. We discuss how these impact the ABCDE2272

measurement in Section 12.3.2273
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Region True QCD True Signal Estimated Signal
A 10.3 694.9 689.3
B 541.7 161.9 160.6
C 196.7 8.4 8.4
D 4.7 39.9 39.8

Total QCD MC 743.4
Total Signal MC 905.2

Total Estimated Signal 901.1 ± 51.2 (stat)

Table 39: True and ABCDE estimated yields in pseudo data.

G.2 Fixed-Shape Template Fits2274

While E/T shapes are implicit in the two-dimensional ABCD method, template fitting tech-2275

niques exploit this additional information explicitly. The simplest template method uses fixed2276

E/T or MT shapes in an extended maximum likelihood (EML) fit for the signal and background2277

yields. The template shapes are static and the technique relies on an accurate modeling of signal2278

and background E/T or MT distributions. The fixed-shape fit involves just two free parameters2279

however, and can provide for robust fitting even with the small yields in 0.2 pb−1.2280

We take W Monte Carlo E/T predictions as the signal template in the electron channel. The2281

shapes of EWK backgrounds are predicted from Monte Carlo and included in the signal tem-2282

plate with fixed, relative normalizations given by the NLO cross sections. We obtain a fixed-2283

shape E/T template for QCD background by selecting events with ∆η > 0.007 (barrel), 0.0092284

(endcap) and ∆φ > 0.06 (barrel), 0.04 (endcap), i.e.: inverting the WP90 selections on these2285

variables. Monte Carlo studies show that these “anti-selections” generate a sample of rela-2286

tively pure background with a E/T distribution similar to that of QCD events passing the full2287

set of WP80 ID criteria (see Figure 113). We maintain the WP80 selection on Isoecal when gen-2288

erating the template. Isoecal is strongly correlated with MET and the application of this cut2289

significantly improves agreement in the shapes. No additional cuts are applied.2290

Figure 113: Fixed-Shape QCD Template. We generate a QCD template by imposing ∆η and ∆φ

anti-selections and the WP80 Isoecal cut. Monte Carlo shows that this shape is a close match to the
background distribution found after the full WP80 selection.

We study the performance of the template method by running 5K pseudo-experiments in2291

RooFit [80]. The input templates are normalized to 198 nb−1 expectations and we generate data2292

points for each pseudo-experiment by Poisson fluctuating the combined signal+background2293

E/T distribution. We then perform binned EML fits for the total signal and background yields.2294

Fit results for a particular pseudo-experiment are shown in Figure 114. Figure 115 shows the2295
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distribution of fit signal yield and the value input to the pseudo-experiments. The RMS of this2296

distribution indicates a relative statistical uncertainty on the 198 nb−1 signal yield of ∼ 3.5%.2297

This is also reflected in the mean of the error distribution in Figure 116.2298

Figure 114: A Fixed-Shape Template Fit. We perform an EML fit of signal and background templates
to 198 nb−1 pseudo-data.

Figure 115: Fixed-Shape Signal Yields. The distribution of fitted signal in 5K pseudo-experiments
has an RMS of ∼ 3.5%, close to what would be obtained from Poisson statistics alone.

Fit performance is more clearly demonstrated by pull distributions of signal yields. Figure 1162299

shows that the fit is slightly biased as a result of shape discrepancies between true background2300

and the template, but provides a proper account of the statistical uncertainties on the yields.2301

Figure 117 shows results of the fixed-shape fit performed in 197.9 nb−1. We extract a W yield of2302

795± 30 (stat) events in the full acceptance region. We use the fit yields and LO Monte Carlo2303

acceptance and efficiencies to estimate σ(W)× BR(eν) = 9.29 nb ± 0.35 nb (stat). This result2304

is in agreement with the NLO prediction, 10.3 nb.2305

Uncertainty in the true shape of the signal and background E/T distributions leads to corre-2306

sponding systematic uncertainties on fixed-shape fit predictions. We describe how these un-2307

certainties are estimated in Sections 12.3.1 and 12.3.22308

H TC E/T plots for W → eν Signal Extraction2309
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Figure 116: Fixed-Shape Pulls and Uncertainty. The shape of the QCD template differs from the true
background distribution, causing a small bias in the pull. The width of the pull distribution indicates
that fit uncertainties are well modeled.

Figure 117: Fixed Shape Fit Results for 197.9nb−1. We find that the fixed-shape models provide a
good fit to available data.

Figure 118: Example Hybrid E/T Model Fits (E/TC
T ). We perform unbinned EML fits of the hybrid

E/T model to 0.1 pb−1 pseudo-data.
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Figure 119: Yields (left) and Uncertainties (right) for the Hybrid E/T Model (E/TC
T ). The statistical

uncertainty on signal yield from the hybrid E/T model is 6.0%, which is slightly larger than 1/
√

N.

Figure 120: Hybrid E/T Model Signal Pulls (E/TC
T ). The hybrid model shows low bias in 0.1 pb−1

pseudo-experiments. The widths of the pull distributions indicate that statistical uncertainty on the
yield is properly modeled.

Figure 121: Hybrid E/T Fit for 78 nb−1 (E/TC
T ). We fit the hybrid E/T model to 78 nb−1 with parameter

b fixed to its expected value (left) and with parameters a and b floating (right). The yield results are
consistent to within 1.7%.
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Figure 122: Hybrid E/T Fit for W+/W− in 78 nb−1 (E/TC
T ). We perform a simultaneous fit for W+

(left) and W− (right) yields in 78 nb−1. We find NW+ /NW− = 1.14 ± 0.14.

Figure 123: E/T Fits to Anti-selected Distributions in Data (E/TC
T ). We fit the hybrid E/T model

to background distributions obtained by reversing various WP80 selections. The high quality of the fit
suggest that our model is an adequate description of background after full selection.
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